Abstract

In this thesis we consider sequential probabilistic programs. Such programs are a means to model randomised algorithms in computer science. They facilitate the formal analysis of performance and correctness of algorithms or security aspects of protocols.

We develop an operational semantics for probabilistic programs and show it to be equivalent to the expectation transformer semantics due to McIver and Morgan. This connection between the two kinds of semantics provides a deeper understanding of the behaviour of probabilistic programs and is instrumental to transfer results between communities that use transition systems such as Markov decision processes to reason about probabilistic behaviour and communities that focus on deductive verification techniques based on expectation transformers.

As a next step, we add the concept of observations and extend both semantics to facilitate the calculation of expectations which are conditioned on the fact that no observation is violated during the program’s execution. Our main contribution here is to explore issues that arise with non-terminating, non-deterministic or infeasible programs and provide semantics that are generally applicable. Additionally, we discuss several program transformation to facilitate the understanding of conditioning in probabilistic programming.

In the last part of the thesis we turn our attention to the automated verification of probabilistic programs. We are interested in automating inductive verification techniques. As usual the main obstacle in program analysis are loops which require either the calculation of fixed points or the generation of inductive invariants for their analysis. This task, which is already hard for standard, i.e. non-probabilistic, programs, becomes even more challenging as our reasoning becomes quantitative. We focus on a technique to generate quantitative loop invariants from user defined templates. This approach is implemented in a software tool called PRINSYS and evaluated on several examples.
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1. Introduction

1.1. Motivation – probabilistic systems

This thesis is situated within the very broad topic of analysis of probabilistic systems. In general, the term probabilistic systems denotes any formal representation of a mechanism, process or algorithm, that evolves over time and whose behaviour depends on random events. The study of such probabilistic mechanisms provides key insights in a large number of fields such as chemistry [11], quantum physics [15] and economy [10], just to name a few. Our focus lies on probabilistic systems within the context of computer science. Because of their omnipresence and importance, there is a general interest to formalise instances of probabilistic systems using some formal description languages and thereby allow for the formal analysis of such systems. However there is always a trade-off between the expressiveness of a formal language and its aptitude for automated analysis. For instance, consider the well known Chomsky hierarchy of grammars [16]. There we know that e.g. unrestricted grammars are more expressive than context-free grammars. This means the set of languages that can be described is larger for unrestricted grammars. Meanwhile there are analysis questions – e.g. the word problem – that can be answered automatically for any context-free grammar but cannot be answered for an unrestricted grammar in general.

Returning to our discussion of probabilistic systems, there are several features that we may control: is the underlying state-space of a process allowed to be only finite or infinite? Can it be only discrete or continuous? Can our process be parameterised or do all values have to be numerical? Do we permit the parallel execution of several processes or only execute one process sequentially? Do we model continuous time? In the past, various approaches to formalise probabilistic systems have emerged and each approach facilitates a particular analysis technique. Here we mention just a few.

Church\(^1\) is a language where a user can describe generative models in a functional programming style. Generative models are used to model joint probability distributions over

\(^1\)http://projects.csail.mit.edu/church/wiki/Church
observational data. In the field of computer science, prominent examples of generative models are Hidden Markov models or probabilistic context-free grammars. The Church language comes with a programming environment Webchurch\(^2\) which can simulate any given program and display a resulting histogram. This is an example of a very expressive language with only limited analysis capabilities as the produced histograms vary for each run and while they may convey some intuition about the modelled process they do not serve as a rigorous proof of any particular property. There are many other probabilistic programming environments which are based on sampling techniques such as Gibbs sampling \(^4\), Metropolis-Hastings \(^5\) and other variants of Markov chain Monte Carlo sampling \(^6\). The probabilistic-programming.org website provides an extensive overview.

On the other side of the spectrum we find more restricted languages that were designed with some particular verification technique in mind. Thus any program in that language is amenable to automated verification. One of the most prominent examples is the Prism language \(^7\) which allows the specification of finite state Markov chains or Markov decision processes\(^8\). Given a description of such a Markovian process and a specification in probabilistic computation tree logic (PCTL), the model checker Prism can automatically decide whether the model meets the specification. From the verification point of view this is a powerful tool, as it needs no user interaction in the verification process and allows the quantitative analysis of many interesting properties. However the systems that can be described in Prism may appear limited in practice as it has to have a finite state space and transition probabilities between states have to be specified as numerical values rather than samples from some possibly parameterised distribution.

Our area of research can be positioned somewhere in between the two approaches described above. We use a language so expressive that systems specified in it cannot be exhaustively checked by a model checker in general, yet it is structured enough to allow for rigorous proofs about the behaviour of the system. The next section treats what we call probabilistic programs in greater detail and prepares us for the discussion of research questions that motivate this work.

\(^2\)https://probmods.org/play-space.html
In this thesis we study probabilistic programs, which are a special kind of probabilistic systems. Probabilistic programs are written in an imperative language – just like standard programs usually are – but the language is enriched with a statement that allows random samples to be drawn from some distribution. These programs are executed sequentially and as they proceed step by step, their outcome may depend on the samples drawn during the execution. One can think of various languages for describing probabilistic programs. In this thesis we choose to work with the probabilistic Guarded Command Language (pGCL), which is a probabilistic extension of Dijkstra’s GCL \cite{23}, and was introduced by McIver and Morgan \cite{50}. A program written in this language can draw a sample from a Bernoulli distribution and, depending on the outcome, executes one or the other branch of a choice statement. A common illustration of a Bernoulli experiment is a coin flip which has two outcomes “heads” or “tails”. Of course, a Bernoulli experiment need not have equal probabilities for both outcomes and then in our illustration we speak of a biased coin flip. The language pGCL is simple enough so we do not have to care about complex data structures, objects or other implementation details in our arguments and at the same time it is expressive enough to succinctly capture programs which are interesting both, theoretically and practically.

In what follows we illustrate the possibilities of pGCL. Having only Bernoulli trials at our disposal might seem to be a severe limitation, but in fact this is sufficient to write subprograms that produce a sample from other important distributions. For example, the geometric distribution gives the probability of encountering the first success in a series of independent Bernoulli trials. Figure 1.1a shows a program whose outcomes are distributed according to the geometric distribution with parameter $p$. In Chapter 2 we will make precise what each statement in this program means. All we need for now is that we have a program that repeatedly can choose to increase a variable $x$ with probability $p$ or to stop with probability $1 - p$. The set of possible values of $x$ upon termination is the set of all natural numbers. And for each number $k$, the probability to terminate with $x = k$ is $(1 - p)^k p$ which is precisely how the geometric distribution is defined. This is a simple example where a distribution is implicitly encoded by a probabilistic program. Similarly, it is possible to write pGCL programs that produce samples distributed according to a binomial distribution which gives the probability to have $k$ successes within a series of independent Bernoulli trials of length $n$. With slight modifications one obtains programs for the hypergeometric distribution and
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\begin{figure}[h]
\centering
\begin{minipage}[t]{.45\textwidth}
\begin{verbatim}
x := 0;
flip := 0;
while (flip = 0) {
  (flip := 1[p] x := x + 1);
}
\end{verbatim}
\end{minipage}
\begin{minipage}[t]{.45\textwidth}
\centering
\includegraphics[width=\textwidth]{generated_distributions.png}
\end{minipage}
\caption{A probabilistic program implicitly models a distribution.}
\end{figure}

(a) Program text
(b) Generated distributions over $x$ for various values of $p$

the negative binomial (Pascal) distribution. Finally, it is also known how to obtain a discrete uniform distribution using repeated fair coin flips [47]. This shows that in fact we have access to a variety of discrete distributions and are able to describe all systems that draw samples from these distributions.

Another interesting aspect of probabilistic programs is the possibility of conditioning the generated distribution using \texttt{observe} statements in the program. An \texttt{observe} statement is equipped with a boolean guard and behaves like a “filter” that selects runs that pass the guard. Thereby the distribution which is encoded by the program becomes conditioned on the fact that all observations have been passed during the program’s execution. To motivate this let us briefly consider Bayesian Networks, which are frequently used in the area of artificial intelligence, to concisely represent probability distributions. They are graphs in which each node represents an event and arrows between nodes represent dependencies, e.g. $A \rightarrow B$ indicates that the probability of $B$ being true is conditioned on the truth value of $A$. Finally each node is labelled with a table giving these conditional probabilities. Consider for example the Bayesian network in Figure 1.2a taken from [27]. It models the likelihood that a student will receive a recommendation letter based on his performance. Bayesian inference [20] allows to extract the probability of some (possibly conditioned) events from the network. Let us assume we have \textit{observed} the “Grade” event in the Bayesian network, i.e. the student has passed his exams with good grades, and given this information, we need to \textit{infer} the likelihood of the other events. Instead of working with the network we may translate
1.2. Expressiveness of probabilistic programs

(a) Bayesian network [27] which implicitly represents the joint probability over the five events Difficulty, Intelligence, Grade, SAT and Letter. The marginal distributions of the first two are independent of any other events while the marginal distributions of the latter three are given as conditional distributions.

(b) Program adapted from [27] that represents the above network and allows to infer the probability of all variables $i, d, g, s, l$ conditioned on the fact that $g$ has been set to 1.

Figure 1.2.: A probabilistic program that models a conditional probability distribution.
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```plaintext
1 counter := 0;
2 while (x > 0) {
3     (x := x + 1 [p] x := x - 1);
4     counter := counter + 1;
5 }
```

Figure 1.3.: An unbounded one-dimensional random walk.

it into a probabilistic program in a straightforward way, cf. Figure 1.2 and analyse that. Here each variable takes values 0 or 1 to indicate whether the corresponding event in the Bayesian network has occurred. The observation is built into the program, cf. line 11, and admits only those runs that satisfy the predicate $g = 1$, according to our assumption. As we will see in Chapter 3, the conditional probability of any of the variables being 1 can easily be determined for this program. Querying a Bayesian network by analysing a probabilistic program is just one of the possible applications of observations. In Chapter 3 we will see various other use cases. What the example in Figure 1.2 nicely shows – and what is also emphasised in [27] – is that probabilistic programs encompass other modelling formalisms. This allows to transfer results between different communities such as formal methods and AI. For example, a successful program analysis technique thus becomes also an inference method for Bayesian networks. From a programmer’s point of view, `observe` can be seen as the probabilistic extension of the `assert` statement known from most standard programming languages. We will explain in detail what `observe` means and how we can reason about conditional probabilities and expectations in Chapter 3.

So far we have considered programs that were merely representatives of some distributions. There was no notion of a process. An interesting process, which has applications in physics, chemistry or biology, is the random walk and its many variations [63]. The simplest form of a random walk is the unbounded symmetrical walk on a line. Its description in PGCL is shown in Figure 1.3. Variations include introducing bounds and adding more dimensions producing random walks on grids or cubes. Despite its short and intuitive program text the analysis of such a process is far from trivial and requires advanced mathematics, cf. [62, Ch. 2.4] and [25, Ch. 14].

In the context of computer science we are mostly interested in modelling randomised algorithms or protocols. As an example of these, consider Zeroconf [15], which is a randomised
1.2. Expressiveness of probabilistic programs

```plaintext
classified := false;
while(!configured) {
    // choose random IP
    (collision := true [q] collision := false);
    // assume an unused IP was chosen
    configured := true;
    // query the network N times
    i := 0;
    while(i<N){
        {
            if(collision){
                configured := false;
            }
        }
        [1-p]
        {
            skip;
        }
        i := i + 1;
    }
}
```

Figure 1.4.: The Zeroconf protocol

protocol that allows to configure IP addresses within a network. It has been modelled and analysed before by Bohnenkamp et al. [8]. We adapt their model and obtain the program in Fig. 1.4. This program models the process of a new host connecting to a network and finding an unused IP address. Of course, the program abstracts from all implementation details of the internet protocol. Instead we focus on the probability $q$ of guessing an unused IP and the probability $p$ to miss a response from a host that indicates a collision. Depending on these parameters we can answer questions like: “what is the probability that a new host chooses an address which is already in use and therefore a collision will occur in the network?” This example nicely shows how the probabilistic behaviour of an actual protocol can be modelled
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(a) This program offers a non-deterministic choice between two distributions over program variable \( x \).

(b) This is a possible refinement of the program in Fig. 1.5a. Note that an implementation does not have to be equal to either branch of the non-deterministic program but may be formed by a convex, i.e. probabilistic, combination of the choices.

Figure 1.5.: A non-deterministic probabilistic program and its refinement.

within pGCL. In Chapter 3 we will explain its analysis.

Finally, pGCL inherits non-deterministic choice from GCL. The benefit of that is twofold: First, it is possible to underspecify choices when no probabilistic information is available or it can be used in conjunction with probabilistic choice to specify probability ranges. Second, non-determinism allows for a notion of refinement between programs. Figure 1.5 illustrates both points. The program on the left sets \( x \) to 1 with probability at least \( \frac{1}{2} \) and at most \( \frac{3}{4} \). Conversely \( x \) is set to 2 with some probability between \( \frac{1}{4} \) and \( \frac{1}{2} \). The program on the right resolves the non-deterministic choice by a probabilistic choice where it takes the first option with probability 0.4 and the second option with probability 0.6. In this way a program is obtained where the probability to set \( x \) to 1 is \( 0.4 \cdot 0.5 + 0.6 \cdot 0.75 = 0.65 \) and correspondingly the probability to set \( x \) to 2 is \( 0.4 \cdot 0.5 + 0.6 \cdot 0.25 = 0.35 \). We may refer to the program in Figure 1.5a as a specification (or abstraction) and to the program in Figure 1.5b as its implementation (or refinement). Any claim we can prove for the specification will also hold for its implementation. For instance, a claim could be: “\( x \) is at least 1.5 on average”. A further discussion of abstraction and refinement between probabilistic programs is beyond the scope of this thesis and we refer to e.g. [50].

1.3. Benefits and challenges of probabilistic programs

A formal language achieves two things: One is that we are given a formal yet intuitive way to describe a process. This eliminates ambiguity that we otherwise would have to face when describing a process in natural language. To illustrate this issue, consider the famous debate
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about the solution to the Monty hall problem which may be formulated as follows [11]:

Suppose you are on a game show, and you are given the choice of three doors: Behind one door is a car; behind the others, goats. You pick a door, say No. 1, and the host, who knows what is behind the doors, opens another door, say No. 3, which has a goat. He then says to you, “Do you want to pick door No. 2?” Is it to your advantage to switch your choice?

Would you describe the game as a pGCL program, then all assumptions become explicit and it can be rigorously proven that switching doors is the best strategy. This in fact was done for example in [18]. Moreover within the broad area of computer science, there is a number of fields that make use of probabilistic algorithms such as machine learning [7], artificial intelligence [50], security [6] or randomised algorithms design [52]. In all of these disciplines we are already used to write down programs in a programming language so a formalism that adds probabilistic behaviour to a programming language supports the straightforward description of randomised algorithms as advocated by Gordon et al. [27]. With probabilistic programs a programmer can use the well established constructs of sequential composition, conditional branching and loops to specify randomised algorithms. This, in fact, we consider as the main use case of probabilistic programs. So before we attempt any analysis we need to define rigorously the meaning of programs and make sure that our intuition about the meaning of a program matches its formal semantics. This issue is further addressed in Sections 1.4.1 and 1.4.2.

The second benefit that we gain from formalising processes inside a language like pGCL is that we are able to prove or disprove properties of the modelled process. In our introduction, model checking has been mentioned as an approach which is able to calculate probabilities of particular events in a given model. Unfortunately, many of the pGCL programs are not amenable to model checking. In Fig. 1.1 and Fig. 1.3 we have seen two examples of systems with an infinite underlying state space. In the first example, for every value of the counter $x$, there is a positive probability that the program will terminate with this value. In the second example, the walk can take arbitrarily many steps to the right before eventually returning to zero. Therefore if we want an exact analysis without further assumptions or restrictions on the systems, we have to deal with infinite state spaces. Another very useful feature of probabilistic programs is that they may be parameterised. In the examples above we did not specify numerical probabilities, e.g. $1/2$, but instead used a parameter $p$ that stands for any number between zero and one. This is a great benefit. For example, the program in
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Fig. 1.1 represents all geometric distributions and any property that we can verify for that program will hold for all instances of geometric distributions. The ability to reason with parameters furthermore facilitates parameter synthesis; a task in system design where one seeks to optimise the parameters of a system to meet given performance criteria. Again, we must pay a price for this generality as it precludes any numerical analysis technique. Our analysis tools must support symbolic computations if we deal with parameters. There have been efforts to model check infinite state spaces [22, 43, 37], and progress has been made to tackle parametric systems in model checking [11, 36]. As of today, runtime and the size of the system remain limiting factors for the applicability of the proposed methods. On the other hand verification by means of deductive reasoning with invariants can be carried out regardless of the underlying state space of a program or parameters in the program text. Furthermore finding a loop invariant achieves more than just verifying that a particular state can or cannot be reached with some probability. An invariant summarises the behaviour of the loop in just one expression. This is analogous to invariants found e.g. in physics that describe the behaviour of dynamical systems or reaction equations in chemistry. An example of invariants in physics are Newton’s laws of motion. While physical laws are universally applicable in everyday life, we have to find new invariants for each and every written loop.

We have described the importance of probabilistic programs and we have given a list of challenges that occur when analysing these programs. In the following sections we go into more detail about which particular problems we have identified in our research and how we contributed to their solution.

1.4. Research questions and our contributions

In the scope of this thesis we have identified three topics, which we have studied in detail.

1.4.1. Linking operational and denotational semantics

Any formal language comprises two elements: syntax and semantics. While the former is simply given by a set of rules that tell us how to write programs in that language, the latter needs more attention. Semantics tell us what a given program text actually means. There are different ways to explain the meaning of a program. Probably the most popular is in terms of some transition system where a program defines a set of states and transitions between them. We call this the operational semantics of a program. Another possibility is to think
of the meaning of a program as a (partial) function. For example, Dijkstra [23] gave the meaning of a GCL program $P$ in terms of a function $wp(P, \cdot)$ which maps a postcondition to a precondition such that when $P$ is executed from a state that satisfies the precondition it is guaranteed to terminate in a state that satisfies the given postcondition. The pre- and postconditions are expressed as predicates (in first-order logic) and therefore this function is called a predicate transformer. The particular function $wp(P, \cdot)$ gives the most general precondition, i.e. a precondition that is satisfied by the largest possible set of initial states, and is therefore called weakest precondition. Whenever a meaning of a program text $P$ is given by a function like $wp(P, \cdot)$ above, we call this the denotational semantics of a program. An important sanity check is that no matter which semantics are used to describe the meaning of a given program, they should all agree on the outcome of the program, i.e. they should assign the same “meaning” to the given program. Although transition systems have been used to describe the meaning of a program at least since the 1960s [26] and Dijkstra [23] introduced predicate transformer semantics in the 1970s, it was not until nearly 20 years later that Lukkien [46] has shown that these semantics agree. At the beginning of our research we have found a similar gap between semantics for probabilistic systems. McIver and Morgan [50] have given a denotational semantics for $pGCL$. In analogy to Dijkstra’s approach they describe a $wp(P, \cdot)$ function that they call an expectation transformer. This is because for probabilistic programs we evaluate a random variable on the final states instead of a postcondition. And we are asking for the expected value of that random variable instead of a precondition. However a large part of the probabilistic verification community has been working with models that are presented as transition systems. For example, model checking algorithms operate on systems given as (among others) discrete time Markov chains (DTMCs) or Markov decision processes (MDPs). A straightforward question that comes to mind is: can $pGCL$ programs be given an operational semantics in terms of MDPs and if so, what property of this MDP is captured by $wp(P, \cdot)$? We have addressed this question and in this thesis we give an operational semantics of $pGCL$ using parametric MDPs with rewards (RMDPs). Subsequently we establish a link between McIver and Morgan’s expectation transformer and the so called expected reward on the RMDP. This correspondence not only provides a good insight in how those two semantics are related but is also a nice tool because it allows to prove claims about $pGCL$ programs using either semantics and then to transfer the result onto the other. This is why we refer to this theorem as the transfer theorem. For example, it is applied in the proof of Theorem 3 in Chapter 6. The transfer theorem is explained in Chapter 2. Our original work appeared in a
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journal article [33] and in conference proceedings [32]. Both publication can be found in the appendix of this thesis.

1.4.2. Conditional probabilities and expectations

In probability theory, it is common to condition the probability of an event or the expectation of a random variable on the occurrence of some other event. In this way one obtains conditional probability distributions and conditional expectations. An application of conditional probabilities can, for instance, be found in medicine where one tries to estimate the likelihood of a particular disease after having observed some symptoms. In a similar way we may e.g. ask for the expected outcome of a probabilistic program given the fact that it has visited particular states during its execution. To allow for such specifications we follow Claret et al. [17] and add the observe keyword to the pGCL language. There, and in related work, e.g. [39, 51], they are concerned with purely probabilistic programs for which they try to find the probability of some outcome using simulation or symbolic program execution. All their programs are assumed to be terminating almost surely. Semantics are specified with these applications in mind and some questions are left open: How do we specify the semantics of a loop in general? What happens when we have non-terminating constructs? Can we retain non-determinism when reasoning about conditional measures? Can their semantics be phrased in terms of wp or a generalisation thereof? In our work we made an effort to answer all of these questions. We provide both denotational and operational semantics for pGCL with observe without making any assumptions about termination. In fact we discuss alternatives where non-termination can be considered favourable or unfavourable when conditioning. We then provide case studies that show how we can reason about those conditional measures over pGCL programs. The details are outlined in Chapter 3, which is based on our paper [30]. It can be found as Appendix C in this thesis.

1.4.3. Automated analysis

From the perspective of a computer scientist there is a large discrepancy between having a mathematical framework within which one can verify claims about a program and verifying those claims automatically. Just to name one example, it is common knowledge that the halting problem is undecidable, which means that there is no general and effective method that would correctly decide for every given program description whether it eventually terminates or not. Still there is no reason why a human could not (in principle) decide the halting
1.4. Research questions and our contributions

problem for each program presented to him – he “just” needs to come up with an original idea for every problem instance at hand. The formal semantics of pGCL constitutes a theory that can be mechanised [31, 12, 18]. This allows to use theorem provers like HOL [28] or ISABELLE [53] to write down computer checkable proofs. However this mechanisation does not mean that proofs are carried out automatically. Rather an expert has to write the crucial parts of the proof and the theorem prover merely checks that these proofs are correct. A question that comes to mind is to what degree this process can be automated. Obviously a “push-button-technique” is not to be expected since pGCL is an extension of a Turing complete language. Therefore we focus on the problem on how to assist a human who tries to prove some property of a program. Verification of standard programs like GCL relies on loop invariants. McIver and Morgan [50] have generalised the idea of invariants to probabilistic programs and established some proof rules for total correctness of probabilistic programs. Later, Katoen et al. [42] suggested that candidate expressions can be checked for invariance automatically. Subsequently we have revised and implemented their method for invariant generation. Chapter 4 evaluates the tool on several case studies. It is based on our work [33], which can also be found in the appendix of this thesis.

In the next three chapters we discuss each of these contributions and present the results. For further details, e.g. proofs we refer the reader to the papers in the appendix.
2. Linking operational and denotational semantics

In Section 1.2 we have given some examples of pGCL programs and discussed their meaning intuitively. Now we formalise the syntax and semantics of pGCL. This leads to our first result on the equivalence of operational and denotational semantics.

2.1. The probabilistic Guarded Command Language

As is common for imperative languages, a program in pGCL will consist of a list of commands whose execution can modify or depend on the values of program variables. The only data type that we use for program variables are real numbers. The careful reader will object that it is impossible to use real valued numbers on a computer because in general a real number cannot be finitely represented. Since in the following we are not concerned with implementation details on actual hardware but rather focus on the mathematical properties of the language’s semantics we follow the established terminology and speak about real numbers. All definitions and results used or given in this thesis can be rephrased using rational numbers instead.

The language, as introduced in [50], has eight commands. We start with the primitive commands. There is the no-operation command

\[ \text{skip} \]

which has no effect and is simply used as a placeholder to explicitly indicate that nothing has to be done. Contrary to that the improper termination command

\[ \text{abort} \]

is used to indicate that the program has reached a point from which nothing definite can be said about its behaviour. It might not terminate at all or it might stop in some arbitrary
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state which we know nothing about. Finally there is the assignment command that assigns the result of some arithmetic expression to a variable:

\[ x := E . \]

The arithmetic expression \( E \) is built using the usual operations (addition, multiplication, subtraction and division) between program variables. The remaining commands are defined inductively. For this we assume to have some pGCL programs \( P \) and \( Q \). The conditional choice allows to decide between two alternative subprograms based on the current truth value of a boolean predicate:

\[ \text{if}(G) \{ P \} \text{ else } \{ Q \} . \]

The predicate \( G \) is called the guard and is built using the boolean operators (conjunction, disjunction and negation) between predicates over program variables. Note that at the beginning of this section we defined all program variables to be real valued, however for better readability in some examples, we may assign boolean values to a variable or use a variable as a predicate whenever we know that it only takes boolean values. In such cases we use the convention \( true = 1 \) and \( false = 0 \). Probabilistic choice allows to choose between two alternative subprograms probabilistically:

\[ \{ P \} [a] \{ Q \} . \]

Here, with probability \( a \) the left hand side program \( P \) is chosen to be executed next and with the remaining probability \( 1 - a \) the subprogram \( Q \) is chosen. The probability \( a \) may be explicitly given as a number in the interval \([0,1]\) or it can remain as a symbol which denotes some unknown but fixed probability in that interval. This is the language construct that gives us access to Bernoulli trials as discussed in the introduction. When \( P \) and \( Q \) are primitive commands we may drop the curly braces for better readability. This language construct is in fact the only difference to Dijkstra’s GCL \[23\]. As stated in the introduction a particular feature of pGCL is that it retains non-determinism. For the non-deterministic choice between subprogram \( P \) and \( Q \) we write:

\[ \{ P \} [\|] \{ Q \} . \]

Again, we may drop the curly braces for readability when both subprograms consist of a primitive instruction only. Like every other Turing complete language, pGCL has to have some repetition construct. At this point we could first introduce recursion in general and
then consider loops as special cases of that. However since we do not need recursion in the rest of this thesis we base our presentation on while loops directly. We write

\[ \text{while} (G) \{ P \} \]

to specify that the program \( P \) is repeated until the guard \( G \) becomes \textit{false}. Finally a pGCL program is a sequence of one or more subprograms which is written as:

\[ P; Q \]

Here first \( P \) is executed and upon its termination \( Q \) is executed. Again for the sake of readability some simplification of notation applies: we usually use the semicolon only to either terminate or concatenate primitive commands, but we omit it between other constructs. For example, we may write

\[ \text{if} (x > 1) \{ x := x - 1; \} x := x + y; \]

instead of

\[ \text{if} (x > 1) \{ x := x - 1; \} x := x + y, \]

i.e. we use the semicolon to terminate the assignment statements but leave it out after the closing brace of the if-statement. This corresponds to the syntax used in everyday imperative programming languages like Java or C. This concludes the presentation of pGCL’s syntax. In Chapter 3, we will introduce one more command called observe, which however is not relevant for us at this stage.

\section*{2.2. Operational semantics}

We now formalise the meaning of the commands introduced above using an operational semantics. The purpose is to explain the meaning of a program by describing how its execution proceeds in a stepwise fashion. Using \textit{structured operational semantics} (SOS) rules \footnote{See page 17 of “Operational versus Weakest Pre-expectation Semantics for the Probabilistic Guarded Command Language”}, we translate program text to a (possibly infinite) Markov decision process (MDP).

\subsection*{2.2.1. Markov decision processes}

In this section we give a brief account on MDPs that suffices for the understanding of the following results. For our formal treatment of all subtleties see pages 5-9 of “Operational versus Weakest Pre-expectation Semantics for the Probabilistic Guarded Command Language”.
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Figure 2.1.: An example MDP

in the appendix. For an introduction of MDPs in the context of software verification see [3, Ch. 10.6], for a more general treatment we refer to [56].

Discrete time Markov decision processes can be viewed as transition systems. Each state may have a finite number of enabled actions, each providing a probability distribution over successor states. The system is executed by choosing one such action non-deterministically and moving to a successor state probabilistically. To facilitate understanding, let us consider the example in Figure 2.1. There are two actions enabled in the state $s_0$ labelled with $\nu$ and $\mu$ respectively. We use these labels synonymously to refer to action names as well as to the distributions that these actions offer. For example, upon selecting distribution $\nu$ in state $s_0$ the system will move either to $s_1$ or to $s_2$ with $1/2$ probability each. The MDP itself does not provide any information on how non-deterministic choices should be resolved. These choices are made by an external entity called the scheduler. A scheduler is a function that maps a sequence of states to actions. The sequence is called the history that leads up to the current state. A special case are schedulers that are memoryless, i.e. map individual states to actions.

An MDP can be extended in two ways. Firstly, we allow probabilistic transitions to be parameterised. This means that instead of giving numeric probabilities we can use parameters, which represent some number in $[0, 1]$. For example, we could define distribution $\nu$ such that it assigns probability $p$ to $s_1$ and probability $1 - p$ to $s_2$. Another extension is the annotation of states with so called rewards. A reward function assigns values to states. In our example the reward of $s_0$ is 0. But upon reaching the state $s_3$ we earn reward 17. In the presence of probabilistic transitions it makes sense to speak of the expected reward which can be earned.

---

1 Also called environment, policy, adversary or strategy, depending on the context within which MDPs are studied.

2 Also called positional.
starting in a given state. Let us examine our example MDP once again. Intuitively we see that
distribution \( \nu \) determines an expected reward calculated by \( \frac{1}{2} \cdot 1 + \frac{1}{2} \cdot 4 = \frac{5}{2} \). Analogously
we compute the expected reward under \( \mu \), which amounts to \( \frac{1}{3} \cdot 4 + \frac{1}{2} \cdot 17 + \frac{1}{6} \cdot 8 = \frac{67}{6} \). But
which one is the expected reward starting in \( s_0 \)? In the presence of non-determinism it does
not make sense to ask for the expected reward because depending on the scheduler’s choice
it will either be \( \frac{5}{2} \) or \( \frac{67}{6} \) and we have no information whatsoever to decide which one it will
be. In order to solve this issue we consider high rewards desirable whereas we assume that
a scheduler behaves adversely, i.e. tries to minimise the expected reward. Because of this
adversarial behaviour we call the scheduler a \textit{demon} and its choices \textit{demonic}. In this way we
can ask for the expected reward which is \textit{guaranteed} regardless of how non-determinism is
resolved. In our example, a demon would choose action \( \nu \) to minimise the expected reward.
Therefore we can say, that from state \( s_0 \) we can guarantee an expected reward of at least \( \frac{2}{5} \).

This informal description of an MDP is reminiscent of the behaviour of pGCL and therefore
provides a suitable setting for an operation semantics. A state of the MDP may represent the
current valuation of the program variables and the position within the program text while
the transitions allow for a direct encoding of probabilistic and non-deterministic choices.
Formally, we give the operational semantics of a program \( P \) by the MDP \( \mathcal{M}[P] = (S, S_0, \rightarrow) \) where

- \( S \) is the set of pairs \( \langle Q, \eta \rangle \) with \( Q \) a pGCL-program or \( Q = \text{exit} \), and \( \eta \) is a variable
valuation of the variables occurring in \( P \),
- \( S_0 = \{ \langle P, \eta \rangle \} \) where \( \eta \) is arbitrary, and
- \( \rightarrow \) is the smallest relation that is induced by the following inference rules:\footnote{For the sake of readability we simplify our transitions. Whenever there is only one action we drop its name
from the transition and write the probabilities only. Whenever all enabled distributions are point distri-
butions we drop the probabilities from the transition and thus whenever a step is taken deterministically,
i.e. there is only one enabled action and one successor with probability 1, we simply write \( s \rightarrow t \).}

In a state where we have to execute the \textit{skip} command there is only one transition
which leads to an exit state without modifying the valuation
\[
\langle \text{skip}, \eta \rangle \rightarrow \langle \text{exit}, \eta \rangle .
\]

An \textit{abort} state behaves like a trap to prevent the execution from reaching any proper
exit states
\[
\langle \text{abort}, \eta \rangle \rightarrow \langle \text{abort}, \eta \rangle .
\]
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From a state where an assignment has to be performed we take a step to the exit state and update the valuation according to the assignment

\[ \langle x := E, \eta \rangle \rightarrow \langle \text{exit}, \eta[x := [E]_\eta] \rangle . \]

A conditional choice offers to choose between two branches. In the state where this choice needs to be made the guard is evaluated and thus a single successor is determined. Hence we have two inference rules. In case the current variable valuation satisfies the guard the first branch is taken

\[ \eta \models G \quad \frac{}{\langle \text{if}(G) \{P\} \text{ else } \{Q\}, \eta \rangle \rightarrow \langle P, \eta \rangle} \]

otherwise the second branch is taken

\[ \eta \not\models G \quad \frac{}{\langle \text{if}(G) \{P\} \text{ else } \{Q\}, \eta \rangle \rightarrow \langle Q, \eta \rangle} . \]

In a state where a while loop begins we evaluate the guard and similarly to the conditional choice decide between two alternatives: either the loop is executed or skipped. In the first case we have

\[ \eta \models G \quad \frac{}{\langle \text{while}(G) \{P\}, \eta \rangle \rightarrow \langle P; \text{while}(G) \{P\}, \eta \rangle} \]

and in the second

\[ \eta \not\models G \quad \frac{}{\langle \text{while}(G) \{P\}, \eta \rangle \rightarrow \langle \text{exit}, \eta \rangle} . \]

Now we consider the states that may have two successors. In a state where a probabilistic choice is made two transitions with the respective probabilities emanate:

\[ \langle \{P\} \triangleright \{Q\}, \eta \rangle \xrightarrow{a} \langle P, \eta \rangle \quad \langle \{P\} \triangleright \{Q\}, \eta \rangle \xrightarrow{1-a} \langle Q, \eta \rangle . \]

Analogously, for non-deterministic choice there are two successors as well. However they are annotated with actions instead of probabilities and it is up to the scheduler to determine which action will be selected during the execution:

\[ \langle \{P\} \triangleright \{Q\}, \eta \rangle \xrightarrow{a} \langle P, \eta \rangle \quad \langle \{P\} \triangleright \{Q\}, \eta \rangle \xrightarrow{\mu} \langle Q, \eta \rangle . \]

In order to define sequential composition we assume that from a state \( \langle P, \eta \rangle \) a step to some distribution \( \mu \) can be taken. Of course, there may be several possible successor distributions due to non-determinism. What we need to ensure now is that from the
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![Program text and MDP diagram](image)

(a) Program text

(b) Corresponding MDP where a state \( \langle P; \eta \rangle \) is identified by the program line in which \( P \) starts and the individual values of \( t \) and \( c \) that are stored in \( \eta \).

Figure 2.2.: Duelling cowboys program

state \( \langle P; Q, \eta \rangle \) where the composition has to be executed the stepwise behaviour is the same until \( P \) terminates and only \( Q \) needs to be executed. This is expressed by the following rule

\[
\frac{\langle P, \eta \rangle \rightarrow \mu}{\langle P; Q, \eta \rangle \rightarrow \nu} \text{ with } \nu(\langle P'; Q, \eta' \rangle) = \mu(\langle P', \eta' \rangle)
\]

where \( \text{exit}; Q = Q \).

The rule above states that if in a state \( \langle P, \eta \rangle \) a distribution \( \mu \) over successor states \( \langle P', \eta' \rangle \) may be selected, then in a state modelling the sequential composition a distribution with the same probabilities over successor states exists. In this way it is ensured that first the program \( P \) is executed and when it terminates, i.e. the execution reaches a state of the form \( \langle \text{exit}; Q, \eta'' \rangle \), the MDP proceeds with the execution of \( Q \) starting with valuation \( \eta'' \).

**Example 1** (Operational semantics of programs). We illustrate the program semantics using a simple program which has a finite underlying state space. Figure 2.2a shows the program
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text. It models a duel between two cowboys A and B. We use the variable \( t \) to keep track of who’s \textit{turn} it is and we use \( c \) to keep track whether the duel \textit{continues} after a shot has been fired or upon success of either contestant the program stops. Initially, one of the cowboys starts and then they alternate their shots. Each cowboy has a probability to hit his opponent which is given by \( a \) and \( b \) respectively. Figure 2.2 shows the corresponding MDP semantics. Formally, there are uncountably many possible initial states and we would need to fix a particular state to draw this system. However since the first two lines of the program basically lead us to only two possible states we make a simplification in our presentation and collapse all initial states into one. From there we apply the SOS rules given above and obtain the MDP. Each state contains a program line, i.e. the remaining program text and the valuation of the two variables \( t \) and \( c \). This MDP induces two distributions over the outcomes \( \langle \text{exit}, A, 0 \rangle \) and \( \langle \text{exit}, B, 0 \rangle \) depending on the resolution of the choice in the initial state.

We might now, for example, ask for the least guaranteed probability that cowboy A wins the duel. For this we introduce a reward function that indicates if cowboy A has won. The reward function evaluates to zero for each state except \( \langle \text{exit}, A, 0 \rangle \) where it is one. We can then compute the expected rewards for all resolutions of non-determinism. Assume we take the transition \( \langle 1, *, * \rangle \rightarrow \langle 2, A, * \rangle \) from the initial state then the expected reward is given by the sum of all terminating runs multiplied by the reward achieved. In this case this amounts to

\[
\sum_{i=0}^{\infty} ((1 - a)(1 - b))^i a = \frac{a}{a + b - ab} .
\] (2.1)

Analogously, if we assume that the initial choice is resolved by taking the step \( \langle 1, *, * \rangle \rightarrow \langle 2, B, * \rangle \), then the calculation gives us

\[
\sum_{i=0}^{\infty} ((1 - a)(1 - b))^i a(1 - b) = \frac{a(1 - b)}{a + b - ab} .
\] (2.2)

We see that (2.2) is less than (2.1) so overall the minimal expected reward is

\[
\frac{a(1 - b)}{a + b - ab} .
\]

What we learn from this is that no matter how the non-determinism in program 2.2 is resolved, we can guarantee that cowboy A will win the duel with probability at least \( a(1 - b)/(a + b - ab) \). \(\square\)
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In this section we have explained the meaning of pGCL programs by MDPs and we have shown how a random variable with respect to the program translates to a reward function over that MDP. Consequently we can measure expectations by determining the minimal expected reward of the RMDP which we generally define as:

**Definition 1** (Minimal expected reward). Let $(\mathcal{M}, r)$ be an RMDP with state space $S$, $T \subseteq S$ and $s \in S$. Further let $\mathcal{C}$ denote the set of all cumulative reachability reward values that can be accumulated by paths from $s$ to $T$ in $(\mathcal{M}, r)$. The *minimal expected reward* until reaching $T$ from $s$, denoted $\operatorname{ExpRew}(\mathcal{M}, r)(s \models \Diamond T)$, is defined by:

$$\inf_{\mathcal{C}} \sum_{c \in \mathcal{C}} c \cdot \Pr_{\mathcal{C}}(\pi \in \operatorname{Paths}_{\mathcal{S}}(s, \Diamond T) \mid r_{T}(\pi) = c).$$

Alternatively, we may obtain the expected reward by a summation over all paths where for each summand we multiply the accumulated reward of that path with the probability of that path:

$$\operatorname{ExpRew}(\mathcal{M}, r)(s \models \Diamond T) = \inf_{\mathcal{S}} \sum_{\pi \in \operatorname{Paths}_{\mathcal{S}}_{\min}(s, \Diamond T)} P_{\mathcal{S}}(\pi) \cdot r_{T}(\pi).$$

With Example 1 in mind this definition should be self-explanatory. For further details, we once again refer to our work [34].

**2.3. Denotational semantics**

In the previous section we have seen how a program translates to a probabilistic and non-deterministic transition system, an MDP. There we have seen that after resolving non-determinism in some way this system defines a probability distribution on the outcomes of the program and we can ask for a minimal expected reward. We may say that the program implicitly describes a random experiment. The reward function that assigns values to final states of the MDP is nothing but a random variable which maps the program’s outcomes to real values. Then what we determined with the minimal expected reward is just the expectation of this random variable that is distributed according to the given program. This terminology allows us to introduce the denotational semantics more intuitively and already hints at the result to be established in last section of this chapter.
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2.3.1. Distribution based – forward

Instead of describing the meaning of the program by giving all possible state transitions as we did before, we may instead assume that we have some description of a probability distribution at hand and what we ask for are rules that tell us how each command of the language transforms this distribution. In fact, since the language features non-determinism the result of a transformation may be a set of distributions and subsequent transformations have to be applied to each of them. The description of the transformations to be applied to a distribution can be given for each of the eight commands individually in the same style as the previously described operational semantics. Assuming we would run through this exercise once more, we are able to define the meaning of a program as a function that maps a given initial distribution to a set of outcome distributions. It is possible to define some random variable with respect to these outcome distributions. What we can do then is measure the probability of events or any moment of that random variable with respect to each output distribution. Here we focus on determining the expectation. This is because events can be described by indicator random variables so that their expectation equals the probability of the described event. Furthermore determining variance and higher moments of a distribution goes beyond our research topic. So what we are left with in the end is a set of expectations. As before we can choose the least of these expectations to make claims about a lower bound on the expected value of our random variable.

2.3.2. Expectation based – backward

A crucial problem with the approach that keeps track of possible distributions is that we need to keep track of unboundedly many of them. We cannot throw away any of those until we know what the least expectation of a given random variable will be. On top of that, each distribution may have a support that is too large to fit in computer memory or even infinite. Therefore an alternative approach is to go backwards. Starting with an expression that describes how a random variable is evaluated over the final states of a program, we can proceed backwards through the program and arrive at an expression which is evaluated over the initial states, and that happens to be the minimal expectation of that given random variable. Any non-deterministic choice that is encountered on the way may be resolved immediately since we already know what is the function that we are minimising. To make this precise let us reconsider our language constructs one by one and explain how each of them determines an expectation of a given random variable. In the following let $f$ be a random
variable that maps variable valuations to (non-negative) real values. We use \( wp(P, f) \) to denote the minimal expectation of random variable \( f \) with respect to pGCL program \( P \).

The reason for this notation will become clear in a moment. The \texttt{skip} command does not alter the current distribution and conversely the expected value of \( f \) is whatever value \( f \) evaluates to in the initial state:

\[
wp(\texttt{skip}, f) = f .
\]

The \texttt{abort} command does not produce any distribution and hence the expectation of any random variable in any initial state is the least possible value which by definition is zero:

\[
wp(\texttt{abort}, f) = 0 .
\]

An assignment \( x := E \) will transform the random variable by substituting every occurrence of \( x \) in \( f \) by its new value \( E \):

\[
wp(x := E, f) = f[x/E] .
\]

Assuming we know how some subprograms \( P \) and \( Q \) produce the minimal expectation, we can give the rules for the inductively defined commands. Conditional choice between \( P \) and \( Q \) behaves as either one of them depending on the guard \( G \), hence:

\[
wp(\texttt{if}(G) \{ P \} \ \texttt{else} \{ Q \}, f) = [G] \cdot wp(P, f) + [-G] \cdot wp(Q, f) .
\]

We use \([\cdot]\) to cast a boolean value to a real value assuming \([\texttt{true}] = 1 \) and \([\texttt{false}] = 0 \). In this way the whole expression remains a mapping from variable valuations to real values. Probabilistic choice is probably the most interesting one. It takes the weighted average between the expectation given by \( P \) and \( Q \):

\[
wp(\{ P \} \ [a] \ \{ Q \}, f) = a \cdot wp(P, f) + (1 - a) \cdot wp(Q, f) .
\]

This of course agrees with our intuition from probability theory that for random variables \( Z, X \) and \( Y \) where \( Z = a \cdot X + (1 - a) \cdot Y \) it holds that

\[
\mathbb{E}(Z) = \mathbb{E}(a \cdot X + (1 - a) \cdot Y) = a \cdot \mathbb{E}(X) + (1 - a) \cdot \mathbb{E}(Y) .
\]

As explained before we obtain the minimal expectation because non-deterministic choices are resolved demonically:

\[
wp(\{ P \} || \{ Q \}, f) = \min\{wp(P, f), wp(Q, f)\} .
\]
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Thus $wp(\{P\} \parallel \{Q\}, f)$ is a function that agrees with the point-wise minimum between the expectations with respect to $P$ and $Q$. As mentioned above this allows us to resolve choices directly and essentially turn them into deterministic choices with respect to the given random variable $f$. Sequential composition of two programs $P; Q$ will first determine the expectation of random variable $f$ with respect to $Q$. The result will be regarded as a random variable again and its expectation with respect to $P$ determines the expectation of $f$ with respect to $P; Q$:

$$wp(P; Q, f) = wp(P, wp(Q, f)).$$

The denotation of loops is defined using fixed point semantics:

$$wp(\text{while}(G) \{P\}, f) = \text{lfp}_x ([G] \cdot wp(P, x) + [-G] \cdot f).$$

In the terminology of McIver and Morgan [50], any expression that maps valuations of program variables to real values is called an expectation. In particular, our random variable $f$ is called a post-expectation and what we have so far described as the minimal expectation $wp(P, f)$ is called pre-expectation. The motivation for this is that random variables may be regarded as expectation functions with a Dirac distribution. The terms pre- and post-expectation are motivated by the fact that post-expectations are evaluated after the programs execution and pre-expectations are evaluated before the execution on the initial states. These terms also resemble the well established notions of pre- and postconditions known from Hoare logic. Finally, the mapping $wp(P, \cdot)$ requires an expectation and returns an expectation that is transformed according to the rules given before. Hence we call $wp(P, \cdot)$ an expectation transformer and we refer to denotational semantics which are defined using such transformations as expectation transformer semantics or $wp$ semantics.

**Example 2** (Evaluating $wp$ semantics). Using the rules above we may consider the program from Figure 2.2a once again and re-calculate the probability that cowboy A wins the duel which is given by

$$wp(\text{prog}, [t = A]).$$

We start at the end of the program and work our way up as the rule for sequential composition suggests. Intermediate results of our calculation are given in between the program lines.

```plaintext
1 ⟨(1-b)a
        a+b-\(a\)⟩
2 ⟨\min\{\frac{a}{a+b-\(a\)}, \frac{1-b)a}{a+b-\(a\)}\}⟩
3 ⟨t := A [] t := B⟩;
```
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\[ \langle [t = A] : \frac{a}{a + b - ab} \rangle + [t = B] : \frac{(1-b)a}{a + b - ab} \]

\[ c := 1; \]

\[ \langle [t = A \land c = 0] \cdot 1 + [t = A \land c = 1] \cdot \frac{a}{a + b - ab} + [t = B \land c = 1] \cdot \frac{(1-b)a}{a + b - ab} \rangle \]

while \((c = 1)\) {

\[ \langle [t = A \land c = 1] \cdot \frac{a}{a + b - ab} + [t = B \land c = 1] \cdot \frac{(1-b)a}{a + b - ab} \rangle \]

\[ + [t = B \land c = 0] \cdot (1 - b) + [t = B \land c = 1] \cdot \frac{(1-b)a}{a + b - ab} \rangle \]

if \((t = A)\) {

\(c := 0\) \[a\] \(t := B);\)

} else {

\(c := 0\) \[b\] \(t := A);\)

}

\[ \langle [t = A \land c = 0] \cdot 1 + [t = A \land c = 1] \cdot \frac{a}{a + b - ab} + [t = B \land c = 1] \cdot \frac{(1-b)a}{a + b - ab} \rangle \]

\[ \langle [t = A] \rangle \]

We do not give the calculation of least fixed point that is determined in line 6. In Section 4.1.1 we return to this issue and show the calculations for a similar example.

Not surprisingly, the expression in line 1 matches the probability we have found in Example 1. This observation is formalised in the next section and constitutes our first contribution.

2.4. Transfer theorem

As we have seen before the MDP semantics describes the possible executions of a program. However in order to reason about some expected reward, a reward function needs to be introduced in the first place. Similarly, the wp semantics requires a post-expectation to be given in order to tell what the pre-expectation will be. While the latter formalism takes the post-expectation as an argument, we need to incorporate it into the MDP as a reward function. This is straightforward as we have already suggested that a random variable is evaluated on the outcomes. Hence the reward function assigns non-zero values only to exit states by applying the given function to the variable valuation \(\eta\) of such a terminal state. Formally, for a given program \(P\) and random variable \(f\), the reward-MDP \(R_f[P] = (\mathcal{M}, r)\) consists of an MDP \(\mathcal{M}\) which is constructed according to the inference rules given in section 2.2.1 and the reward function \(r\) defined as \(r(s) = f(\eta)\) if \(s = \langle\text{exit}, \eta\rangle\) and \(r(s) = 0\) otherwise.
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Our terminology already indicated the similarity between the two presented semantics and
the following theorem\(^4\) makes this precise.

**Theorem 1** (Transfer theorem). For pGCL-program \(P\), variable valuation \(\eta\), and post-
expectation \(f\):

\[
wp(P, f)(\eta) = \text{Exp Rew}^{\mathcal{R}}\{1^P\}(\langle P, \eta \rangle \models \Diamond P')
\]

where \(P'\) denotes the set of exit states of program \(P\), i.e. states of the form \(\langle \text{exit}, \eta' \rangle\).

Theorem \(^4\) says that for any initial variable valuation, any program and any given ran-
dom variable the minimal expected reward in the RMDP corresponds to the weakest pre-
expectation given by \(wp\). The theorem asserts that the two semantics agree and serves as
a sanity check. For the first time we provide a state based view on the meaning of pGCL
programs. A question like “here is a DTMC, so what is the \(wp\) on that?” can now be an-
swered precisely. Further more this correspondence theorem allows to carry over results that
are known in the pGCL community to the community that studies MDPs and vice versa. In
the following chapter we will see a result that has been proven using the operational view. It
is due to Theorem \(^4\) that we can carry out the proof using either semantics and transfer it
then onto the other. This motivates the theorem’s name.

\(^4\)Theorem \(^4\) appears as Theorem 23 in Appendix \(\AA\) and Appendix \(\AA\) where it is referred to as “correspon-
dence theorem”. Additionally, these papers contain a correspondence theorem for the notions of \(wlP\) and
\(LExp Rew\).
3. Conditional probabilities and expectations

In the introduction, conditioning was identified as one of the important features of probabilistic programming. In this chapter we discuss both operational and denotational semantics of programs with conditioning. Our aim is to find semantics that coincide with our intuition, are as general as possible, e.g. do not require the programs to terminate almost surely, and generalise our previous definitions and the transfer theorem. We conclude the chapter by exploring various program transformations and case studies to showcase the analysis of conditional expectations in probabilistic programming.

3.1. Operational semantics for programs with conditioning

From probability theory we know that the conditional probability of an event $A$ given an event $B$ is determined by their joint probability which is scaled by the probability of $B$

$$P(A|B) = \frac{P(A \cap B)}{P(B)}.$$

This can be phrased analogously with indicator random variables. Let $\mathbb{1}_A$ be the random variable which maps all outcomes in the event $A$ to one and all outcomes outside $A$ to zero and let $\mathbb{1}_B$ be defined analogously, then

$$P(\mathbb{1}_A = 1 | \mathbb{1}_B = 1) = \frac{P(\mathbb{1}_A = 1, \mathbb{1}_B = 1)}{P(\mathbb{1}_B = 1)}.$$

One can also generalise expectations to conditional expectations. The expected value of a discrete random variable $X$ given an event $B$ is defined as

$$\mathbb{E}(X|\mathbb{1}_B = 1) = \sum_{x \in \text{range}(X)} x \cdot P(X = x | \mathbb{1}_B = 1) = \frac{\sum_{x \in \text{range}(X)} x \cdot P(X = x, \mathbb{1}_B = 1)}{P(\mathbb{1}_B = 1)}.$$ (3.1)

In the previous chapter we have seen that a program given as an MDP induces (a set of) distributions and a random variable with respect to such a distribution may be represented by a reward function, which gives rise to an RMDP. Using this connection we can naturally
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define conditional probabilities and expectations over programs based on their underlying RMDPs. In the following we introduce the notion of conditional minimal expected rewards using a puzzle taken from [62, p. 216]. It goes as follows:

One fish is contained within the confines of an opaque fishbowl. The fish is equally likely to be a piranha or a goldfish. A sushi lover throws a piranha into the fish bowl alongside the other fish. Then, immediately, before either fish can devour the other, one of the fish is blindly removed from the fishbowl. The fish that has been removed from the bowl turns out to be a piranha. What is the probability that the fish that was originally in the bowl by itself was a piranha?

Let us formalise this “story” in terms of a pGCL program. The result is displayed in Figure 3.1. We are looking for the probability that the fish, initially contained in the fishbowl, \(f_1\) was a piranha. The observation that the fish removed has been a piranha is built into the program directly using the observe keyword. In order to understand this program’s behaviour consider Figure 3.2. Each state of our transition system consists of the program line that the program is currently at and the valuations of the three program variables \(f_1\), \(f_2\) and \(sample\).

The program starts in line 1 with some undetermined variable valuation\(^1\). It proceeds to set \(f_1\) probabilistically and \(f_2\) deterministically. The variable \(sample\) is then assigned the value of either \(f_1\) or \(f_2\) probabilistically. Finally, the observe statement is checked. Let the event \(A\) be that initially there was a piranha in the fishbowl, i.e. \(f_1 = piranha\). In order to measure this event on the RMDP we assign a reward of 1 to the state \(⟨exit, p, p, p⟩\) and 0 everywhere else. Let event \(B\) be that we avoid program runs that terminate with \(sample \neq piranha\). In order to measure this event we label \(⟨exit, g, p, g⟩\) with \(\frac{1}{2}\). Then the answer to the puzzle is

\[\text{Answer = } \frac{1}{2}\]

\(^1\)As we did before in Figure 2.2b, we collapse infinitely many, initial states where the values have some particular values into one where we do not care about the variable valuation because the program will overwrite these values any way.
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Figure 3.2.: Operational semantics of the fishbowl program

given by

\[
P(A|B) = \frac{1 \cdot 0.5 + 0 \cdot 0.25}{0.5 + 0.25} = \frac{1/2}{3/4} = \frac{2}{3}.
\]

One may think \( B \) should be the event that we reach a state with \( \text{sample} = \text{piranha} \). In this particular example both formulations are equivalent, however as we will see later they become crucially different for programs that do not terminate almost surely. This motivates the following definition of conditional minimal expected rewards in RMDPs.

**Definition 2** (Conditional expected reward). Let \((\mathcal{M}, r)\) be an RMDP with state space \( S \), \( T \subseteq S \) and \( s \in S \). Further let \( \mathcal{C} \) denote the set of all cumulative reachability reward values that can be accumulated by paths from \( s \) to \( T \) in \((\mathcal{M}, r)\). The conditional minimal expected reward until reaching \( T \) from \( s \) avoiding \( \xi \) states, denoted \( CExpRew^{(\mathcal{M}, r)}(s \mid = \Diamond T \neg \Diamond \xi) \), is defined by:

\[
\inf_{c \in \mathcal{C}} \frac{\sum_{c \in \mathcal{C}} c \cdot Pr^\mathcal{C}(\pi \in Paths^\mathcal{C}(s, \Diamond T) \mid r_T(\pi) = c)}{1 - Pr^\mathcal{C}(\pi \in Paths^\mathcal{C}(s, \Diamond \xi))}.
\]

Note that we are of course not the first to consider conditioning on Markov models, cf. [2, 3], for example. We condition on avoiding \( \xi \) states because the observe statement does not force a program to reach the observation – it could diverge before, or avoid it by resolving non-
deterministic choices accordingly. Consider the following example

\[
\{\text{abort}\} [0.5] \{\{x := 0\} [0.5] \{x := 1\}\};
\]

\[
\text{observe} \ (x = 1)
\]

With probability 0.5 the program diverges and does not reach the observation – and hence does not violate it. Accordingly, Definition 3 determines the conditional expectation of \(x\) to be

\[
\frac{1 \cdot 0.25}{0.5 + 0.25} = \frac{1}{3}.
\]

Intuitively the observation rules out 1/4 of all runs that terminate with \(x = 0\). The remaining 3/4 of runs do not violate the observation, either because they do not reach it or they reach it with \(x = 1\). One third of these runs have expectation 1 and two thirds (the aborting runs) have expectation 0, hence the conditional expectation of \(x\) is indeed 1/3. In contrast to this, an alternative definition that conditions on runs that \textit{must reach} the observation statement (instead of just avoiding its falsification) would alter the semantics of the probabilistic program and introduce inconsistencies. In the given example the conditional expectation would be 1 which contradicts our intuition about the operational behaviour as explained previously. Furthermore the statement \text{observe}(true), which should not alter the behaviour of a program at all, could be used to enforce the program’s termination. In particular the programs

\[
\{\text{abort}\} [0.5] \{\{x := 0\} [0.5] \{x := 1\}\}
\]

and

\[
\{\text{abort}\} [0.5] \{\{x := 0\} [0.5] \{x := 1\}\};
\]

\[
\text{observe} \ (true)
\]

would produce different expectations for \(x\). In the Section 3.2.2 we revisit this issue on the level of \(wp\) semantics. Finally, note that our definition of conditional expectations corresponds also to our intuition about \textit{assert} statements in standard programs. A run violates an assertion only if it reaches the assertion and the predicate in the \textit{assert} statement evaluates to \textit{false}. If a run diverges before, it does not violate the assertion.
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We extend the definition of the greatest pre-expectation by the rule

$$\text{wp} (\text{observe} (G), f) = [G] \cdot f ,$$

where $G$ is a boolean predicate. Additionally we need the notion of the greatest liberal pre-expectation $\text{wlp}$ [51, p. 184]. It behaves just like $\text{wp}$ – in particular non-deterministic choices are resolved demonically as well – except that non-termination is considered desirable and generates the maximal expectation, 1 in this case. Thus $\text{wlp}$ follows the same rules that were given in Section 2.3.2, page 24 ff., except for

$$\text{wlp} (\text{abort}, f) = 1 ,$$
$$\text{wlp} (\text{while} (G) \{ P \}, f) = \text{gfp} \left( [G] \cdot \text{wlp} (P, x) + [-G] \cdot f \right) .$$

In order to define the greatest fixed point, the cpo of expectations that $\text{wlp}(P, \cdot)$ ranges over has to be bounded. Since in the context of conditional pre-expectations we will use $\text{wlp}$ to measure the probability to pass observations its range is naturally bounded in $[0, 1]$. In Chapter 4 we will revisit the notion of $\text{wlp}$ in a broader context.

We extend $\text{wlp}$ with a rule for $\text{observe}$ in the same way we did for $\text{wp}$ above and postulate

$$\text{wlp} (\text{observe} (G), f) = [G] \cdot f .$$

Using these expectation transformers, we are able to define conditional expectations on expectation transformer level.

**Definition 3** (Conditional pre-expectation). For fully probabilistic pGCL programs $P$ with $\text{observe}$ statements we define the conditional pre-expectation $\text{cw}_P$ as

$$\text{cw}_P (P, f) = \frac{\text{wp}(P, f)}{\text{wlp}(P, 1)} .$$

**Example 3** (Evaluation of $\text{cw}_P$). Assume some pGCL program of the form $P; \text{observe} (G)$ and post-expectation $f$. Then

$$\text{cw}_P (P; \text{observe} (G), f) = \frac{\text{wp}(P; \text{observe} (G), f)}{\text{wlp}(P; \text{observe} (G), 1)} = \frac{\text{wp}(P; [G] \cdot f)}{\text{wlp}(P; [G])} .$$

Programs without non-deterministic choice.
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We see how the conditional weakest pre-expectation amounts to determining the expectation of \( f \) and the indicator random variable of \( G \) and dividing it by the probability that \( P \) does not terminate or establishes \( G \). This reminds us of the definition of conditional expectations in (3.1). Note however that in general it is not required that the observation is the last statement of the program. In principle, as with any other command, an arbitrary number of observations may occur in the program text.

For program \( P \) that does not contain any observations, it holds

\[
w_{wp}(P, f) = wp(P, f)
\]

This means that our definition of \( cw_{wp} \) naturally generalises \( wp \). A remark about notation: our new transformer is denoted \( cw_{wp} \) where the “c” stands for conditional and we keep the “wp” because it essentially behaves like \( wp \). However one should note that the attribute “weakest” does not have much meaning here as we do not have any non-deterministic choices, which could make a difference between weakest and strongest pre-expectations.

We have to note that our pre-expectation definition of \( \text{observe}(G) \) makes it a genuinely new language construct with respect to the \( wlp \) transformer. While for \( wp \) it holds

\[
wp(\text{observe}(G), f) = wp(\text{if}(\neg G) \{\text{abort}\} \text{ else } \{\text{skip}\}, f)
\]

for all expectations \( f \), there is no pGCL language construct that could mimic its behaviour with respect to \( wlp \). This is because \( wlp \) treats abortion or divergence as an instance of unbounded non-determinism that is angelically resolved to achieve the highest possible expectation. If one could write down a malicious program \( \text{demon} \) that does terminate but has pre-expectation zero with respect to arbitrary post-expectations, then we would have

\[
w_{wp}(\text{observe}(G), f) = w_{wp}(\text{if}(\neg G) \{\text{demon}\} \text{ else } \{\text{skip}\}, f)
\]

However \( \text{demon} \) is not implementable. We state this fact without proof and refer to a result on a dual programming concept which is usually referred to as magic [31].

Furthermore we can extend our transfer theorem to conditional (fully probabilistic) programs. Remember that a program \( P \) induces an RMDP \( \mathcal{R}_f [P] \) on which we can measure the conditional minimal expected reward \( \text{CExpRew} \). Together with Definition 3 this leads to the following result\(^3\).

\(^3\)Theorem 4 appears in Appendix C as Theorem 4.6. There it is called “correspondence theorem” to emphasise the relationship between the two semantics.
Theorem 2 (Transfer theorem for conditional programs). For fully probabilistic pGCL-program $P$ with observe statements, variable valuation $\eta$, and post-expectation $f$:

$$cw(p, f)(\eta) = CExpRew^{R\vdash P}(\langle P, \eta \rangle \models \diamond P^\vee \neg \diamond \frac{1}{2}) .$$

As before, we refer to Appendix C and the technical report [31] for technical details and proofs.

3.2.1. Infeasible programs

A peculiar corner case with conditional probabilities occurs when conditioning on an impossible event. In applications of discrete probability theory one may neglect this issue as “obviously there is no point in conditioning on an event with probability zero”. However within the syntax of a programming language it is possible to write programs with impossible observations. We call such programs infeasible. There is no syntactical characterisation of feasible or infeasible programs as the study of the following three programs shows. In all three programs we are interested in the conditional expectation of $x$.

$$P_1 : \{x := 0\} [0.5] \{x := 1\}; \text{observe}(x = 1)$$
$$P_2 : \{x := 0; \text{observe}(x = 1)\} [0.5] \{x := 1; \text{observe}(x = 1)\}$$
$$P_3 : x := 0; \text{observe}(x = 1)$$

The situation for $P_1$ is straightforward, we have a uniform distribution over the outcomes zero and one, the condition ensures the outcome must be one and hence conditional expected value is one. In $P_2$ the observation has been pushed inside the probabilistic choice. If we were to consider the branches of the choice separately we see that the left branch contains an infeasible program which sets $x$ to 0 but then ensures it is 1, which is impossible. So what is the meaning of the overall program $P_2$? It turns out it has the same semantics as $P_1$. The reader may check that both programs induce the same RMDP. Alternatively, we may evaluate the expectation transformer $cw(p)$ and see that

$$cw(p(P_1, x) = \frac{wp(P_1, x)}{wlp(P_1, 1)} = \frac{0.5 \cdot 0 + 0.5 \cdot 1}{0.5 \cdot 0 + 0.5 \cdot 1} = \frac{wp(P_2, x)}{wlp(P_2, 1)} = cw(p(P_2, x)) .$$

This example shows that the conditional pre-expectation of probabilistic choice is not obtained as the weighted average between conditional pre-expectations of subprograms (as was

Note, that we use “$x$” both as a variable identifier in program text and as an expectation which evaluates to the real value that is associated with $x$. 
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the case with $w_p$).

\[
\text{cw}(\{P\} \{a\} \{Q\}, f) = \frac{wp(\{P\} \{a\} \{Q\}, f)}{wlp(\{P\} \{a\} \{Q\}, 1)}
= \frac{a \cdot wp(P, f) + (1 - a) \cdot wp(Q, f)}{a \cdot wlp(P, 1) + (1 - a) \cdot wlp(Q, 1)}
\neq a \cdot \frac{wp(P, f)}{wlp(P, 1)} + (1 - a) \cdot \frac{wp(Q, f)}{wlp(Q, 1)}
= a \cdot \text{cw}(P, f) + (1 - a) \cdot \text{cw}(Q, f).
\]

In fact, if we consider $P_3$, which consists of the left branch of $P_2$ only, we see that the conditional pre-expectation is undefined as we would need to divide by zero. We say $P_3$ is infeasible. Since there is no syntactical characterisation of feasible programs we need to check that $wlp(P, 1) \neq 0$, which, at least theoretically, may be intricate. As an illustration consider the following programs $P$ and $Q$.

\begin{align*}
P : & \quad x := 1; \\
& \quad \text{while}(x = 1) \\
& \quad \{x := 1; \}
\end{align*}
\begin{align*}
Q : & \quad x := 1; \\
& \quad \text{while}(x = 1) \\
& \quad \{x := 1; \} [0.5] \{x := 2\}; \\
& \quad \text{observe}(x = 1);
\end{align*}

Clearly the non-probabilistic program $P$ does not terminate and thus its weakest liberal pre-expectation $wlp(P, 1)$ is always 1 and its conditional pre-expectation $\text{cw}(P, f)$ is 0 regardless of the given post-expectation $f$. Program $Q$ is a slightly modified version of $P$ where we first assign 1 or 2 to $x$ and then ensure the variable was set to 1 using an observation. One may think that $Q$ behaves the same way as $P$ because it establishes $x = 1$ at the end of each iteration, but we claim that in fact $wlp(Q, 1) = 0$. We verify our claim by computing the $wlp$ semantics, which involves finding the fixed point of the loop. The calculation below is shown for completeness only. A careful discussion of fixed point calculations seems distracting at this point and is deferred to Chapter 4.

\begin{align*}
wlp(Q, 1) &= wlp(x := 1, wlp(\text{while}(x = 1) \{x := 1; \} [0.5] \{x := 2\}; \text{observe}(x = 1)), 1)) \\
&= wlp(x := 1, \text{gfp}(\{x = 1\} \cdot wlp(x := 1; \} [0.5] \{x := 2; \}; \text{observe}(x = 1), z + [x \neq 1] \cdot x)) \\
&= wlp(x := 1, \text{inf}(\{x = 1\} \cdot wlp(x := 1; \} [0.5] \{x := 2; \}; \text{observe}(x = 1), 1 + [x \neq 1] \cdot x^n))
\end{align*}
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\[
\text{= } wlp(x := 1, \inf_n ([x = 1] \cdot wlp(\{ x := 1; \} [0.5] \{ x := 2; \}; \text{observe}(x = 1),
\quad [x = 1] \cdot 0.5 + [x \neq 1] \cdot x) + [x \neq 1] \cdot x^{n-1})
\text{= } wlp(x := 1, \inf_n ([x = 1] \cdot wlp(\{ x := 1; \} [0.5] \{ x := 2; \}; \text{observe}(x = 1),
\quad [x = 1] \cdot 0.5^2 + [x \neq 1] \cdot x) + [x \neq 1] \cdot x^{n-2})
\text{= } 0
\]

The difference to the non-probabilistic program is that the observation admits one diverging run, but this run almost surely never happens. Intuitively, we are flipping a coin infinitely often and due to the observation force it to land on the same side every time. But the event that a fair coin will never land on tails (assuming 2 represents tails) in an infinite number of trials has probability zero. And since \( wlp(Q, 1) = 0 \), the program is infeasible and the conditional expected outcome cannot be measured.

3.2.2. Alternative definition

We defined \( cw_p \) as \( wp \) scaled by \( wlp \) where the latter measures the probability to pass all observations or to avoid them. In principle we could have defined the conditional pre-expectation as

\[
\frac{wp(P, f)}{wp(P, 1)}. \tag{3.2}
\]

But as already discussed in Section 3.1, page \#\# if., non-termination and violation of observations would be regarded as the same event in this case. As a consequence one would always implicitly condition on the fact that the program terminates almost surely and thus for observation free programs this definition does not generalise \( wp \).

3.2.3. Expectation transformers and non-determinism

On inductive definitions of transformers and positional schedulers. The expectation transformers \( wp(P, \cdot) \) and \( wlp(P, \cdot) \) are defined inductively on the structure of the program \( P \). This means in particular that in order to determine, say, \( wlp(R; \{ P \} || \{ Q \}, f) \), we first determine \( f' = wlp(\{ P \} || \{ Q \}, f) \) and subsequently \( wlp(R, f') \). Here the intermediate expectation \( f' \) depends only on the transformation of \( f \) with respect to programs \( P \) and \( Q \) and is independent of \( R \). Operationally this means that in all states which offer the choice between \( P \)
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```plaintext
1  x := 0;
2  i := 0;
3  continue := true;
4  while(continue) {
5      (continue := false [] i := i + 1);
6  }
7  while(i > 0) {
8      (x := 1 [0.5] i := i - 1);
9  }
```

Figure 3.3.: This program can almost surely terminate with \( x \neq 0 \), but there exists no scheduler that implements this behaviour.

and \( Q \), the scheduler can resolve it regardless of the path (i.e. history) that led to this state. This has been pointed out in [34] where they state that it is sufficient to consider positional\(^7\) schedulers for calculating expectations. While this claim is undoubtedly true we would like to elaborate on this and stress why the “infimum” in the definition of e.g. the operational equivalent of \( wlp \)

\[
LExpRew^{(M,r)}(s \models \Diamond T)
= \inf_{\mathcal{S}} \left\{ \Pr_{\mathcal{S}}(s \not\models \Diamond T) + \sum_{c \in \mathcal{S}} c \cdot \Pr_{\mathcal{S}}\{ \pi \in Paths_{\mathcal{S}}(s,\Diamond T) \mid r_T(\pi) = c \} \right\},
\]

is crucial. The claim above merely states that to determine the infimum it suffices to consider only positional schedulers \( \mathcal{S} \), however this does not mean that there is a positional scheduler that actually achieves the lower bound, in fact it may be the case that such a scheduler does not exist at all. We demonstrate this by means of an example, which was inspired by [9]. Let \( P \) be the program in Figure 3.3. Obviously we have \( wlp(P, [x = 1]) = 0 \) because the demon would choose to terminate the first loop after the first iteration and thus never increase \( i \). Consequently the second loop is not entered and the program terminates with \( x = i = 0 \). However \( wlp(P, [x = 0]) \) equals 0 as well, which is not that easy to see. A weakest liberal pre-expectation with value 0 means that the program terminates almost surely. Otherwise the non-termination probability would be included by \( wlp \) and the result would be strictly greater than 0. Further, upon termination \( x \neq 0 \) must hold. To avoid \( x = 0 \) almost surely,

\(^7\)Also called memoryless.
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Figure 3.4.: Positional schedulers do not suffice in this RMDP.

we have to execute the second loop an unbounded number of times. For that the value of \( i \) must be arbitrarily large, which is only possible when the first loop is executed an unbounded number of times. Hence there is no particular value \( k \) of the counter \( i \) after which a scheduler may decide to stop incrementing \( i \) and proceed to the next loop. Instead our result \( \text{wlp}(P, x=0) = 0 \) is obtained as the infimum over all schedulers that terminate the loop after some \( k \in \mathbb{N} \) steps. This explains why the definitions of \( \text{ExpRew}, \text{LExpRew} \) and \( \text{CExpRew} \) use infima. However, for each \( k \) the underlying scheduler is positional. This insight is important as we are used to assuming finite state MDPs in the area of formal methods. For finite state MDPs one could obviously substitute the infimum by a minimum and consequently implement a positional scheduler that does achieve the minimal expected reward.

Schedulers are not compositional with respect to conditional minimal expected rewards.

In the following we illustrate how schedulers that minimise the conditional expected reward in an RMDP depend on “context”. As a consequence we do not have a \( \text{cwp} \) rule for non-deterministic choice that tells us how to compute the minimal conditional expectation from the current valuation and the \( \text{cwp}(P, \cdot) \) and \( \text{cwp}(Q, \cdot) \) of the two subprograms \( P \) and \( Q \).

Consider the RMDP \( \mathcal{R} \) in Figure 3.4. There are only two schedulers. Let \( \mathcal{S}_\mu \) be the scheduler that chooses to go from \( s_2 \) to \( s_3 \) and let \( \mathcal{S}_\nu \) be the scheduler that chooses \( s_4 \) as the successor of \( s_2 \). Further let \( T = \{ s_1, s_3, s_6 \} \) and let \( \mathcal{R}_\mathcal{S} \) be the Markov chain obtained from \( \mathcal{R} \) by resolving all choices according to \( \mathcal{S} \). Then we calculate \( \text{CExpRew}_{\mathcal{R}_\mathcal{S}_\mu} (\diamond T \mid \neg \diamond \frac{1}{2}) = 1.5 \) and \( \text{CExpRew}_{\mathcal{R}_\mathcal{S}_\nu} (\diamond T \mid \neg \diamond \frac{1}{2}) = 1.4 \). Hence \( \text{CExpRew}_{\mathcal{R}} (\diamond T \mid \neg \diamond U) = 1.4 \) and the minimising scheduler is \( \mathcal{S}_\nu \). However if we only consider the subsystem \( \mathcal{R}' \) that starts execution in state \( s_2 \) we obtain \( \text{CExpRew}_{\mathcal{R}_\mathcal{S}_\mu} (\diamond T \mid \neg \diamond \frac{1}{2}) = 2 \) and \( \text{CExpRew}_{\mathcal{R}_\mathcal{S}_\nu} (\diamond T \mid \neg \diamond \frac{1}{2}) = 2.2 \). So in that subsystem the minimising choice is given by \( \mathcal{S}_\mu \). This shows how choices are resolved
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depending on the “context” within which the state occurs in the system.

Therefore any attempt to define any transformer $\mathcal{T}$ for non-deterministic choice as

$$\mathcal{T}((\{P\} \parallel \{Q\}, X) = \min_{\preceq} \mathcal{T}(P, X), \mathcal{T}(Q, X))$$

must fail for any representation of conditional expectations $X$ and any order $\preceq$ between them because the decision is made at a point where the “context” information is missing. In this sense no inductive definition of a conditional expectation transformer is possible as was the case for $wp$ and $wlp$.

To remedy this we could devise a transformer that does not resolve choices immediately but delays the decision between subprograms until the whole program has been evaluated. We would call such a transformer a powerset expectation transformer because it must keep track of all possible combinations of decisions. However it seems that this straightforward approach is impractical, particularly in the context of loops. At this stage the study of conditional expectation transformer semantics for non-deterministic choice remains a problem for future work.

3.3. Reasoning with conditioning

Note that our examples have just one observation at the end of the program. This is because it is quite natural to state a requirement about (parts of) the outcome of the program. However all results, unless otherwise stated, apply to programs with an arbitrary number of observations written at arbitrary positions within the program text.

3.3.1. Replacing observations by loops

In this section we show that conditional expectations over a program with observations can be cast as (unconditional) expectations over a transformed program without observations. In that sense, observations are “syntactic sugar” to the pGCL language. For conditional semantics that normalise with respect to the terminating behaviour of programs as in Section 3.2.2, we may use the following equivalence between program constructs

$$wp(observe(\neg G), f) = wp(if(G) \{ \text{abort} \} else \{ \text{skip} \}, f) = wp(while(\neg G) \{ \text{skip} \}, f) .$$

Hence observe statements can readily be replaced by a non-terminating loop $[17, 59]$. The conditional expectations can be then computed on this transformed observation-free program.
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Our semantics does not require that a run terminates but only that it does not violate any observation. We can establish an analogous result but the program transformation is more intricate. Briefly stated, the idea is to restart a violating run from the initial state until it satisfies all encountered observations. To achieve this we introduce a fresh boolean-valued variable \textit{rerun} and transform a given program \( P \) into a new program \( P' \) as described below:

\[
\begin{align*}
\text{observe} (G) & \rightarrow \text{if} (\neg G) \{ \text{rerun} := \text{true} \} \text{ else } \{ \text{skip} \} \\
x := E & \rightarrow \text{if} (\neg \text{rerun}) \{ x := E \} \text{ else } \{ \text{skip} \} \\
\text{abort} & \rightarrow \text{if} (\neg \text{rerun}) \{ \text{abort} \} \text{ else } \{ \text{skip} \} \\
\text{while} (G) \{ \ldots \} & \rightarrow \text{while} (G \land \neg \text{rerun}) \{ \ldots \}
\end{align*}
\] (3.3)

Initially, the variable \textit{rerun} is false. The first transformation replaces \textit{observe} statements by \textit{if–then–else} statements that use the variable \textit{rerun} to indicate that some observation has been violated. The other transformations take account of commands that alter the program’s state or divergence behaviour. Our aim is that once \textit{rerun} is true, i.e. an observation has been violated, the execution skips over the rest of the program text to the end. If we do not skip over assignments this may lead to an undefined state as in the following example

\[
\{ x := 0 \} [0.5] \{ x := 1 \}
\]

\[
\text{observe} (x \neq 0); \\
y := \nicefrac{y}{x};
\]

In this program the observation makes sure that the program does not divide by zero. Similarly, an observation may prevent a run from aborting or diverging as in the following example

\[
\{ x := 0 \} [0.5] \{ x := 1 \}
\]

\[
\text{observe} (x \neq 0); \\
\text{while} (x < 10) \{ \\
\quad x := x \cdot 2;
\}
\]

In order to ensure that the termination behaviour of \( P \) and \( P' \) are the same, we encapsulate the \textit{abort} statement as we did for assignment and we strengthen the guard of each loop.

The transformation from \( P \) to \( P' \) gives us an observation-free-program such that for every post-expectation \( f \), the conditional pre-expectation of \( f \) given that \textit{rerun} remains false in \( P' \) equals the conditional pre-expectation of \( f \) in \( P \). Now we can get rid of the conditioning
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by repeatedly executing \( P' \) from the same initial state until \( rerun \) remains \( false \), which corresponds to the event that a run in the original program \( P \) passes all observations.

This is implemented by program \( P'' \) below:

\[
\begin{align*}
  s_1, \ldots, s_n &:= x_1, \ldots, x_n; \\
  rerun &:= true; \\
  \text{while}(rerun) \{ \\
    x_1, \ldots, x_n &:= s_1, \ldots, s_n; \\
    P'; \\
  \}
\end{align*}
\]

(3.4)

Here, \( s_1, \ldots, s_n \) are fresh variables and \( x_1, \ldots, x_n \) are all program variables of \( P \). The first assignment stores the initial state in the variables \( s_i \) and the first line of the loop body, ensures that the loop always starts with the same (initial) values. These transformations show that \( \text{observe} \) can be considered as syntactic sugar in the pGCL language, which is formally stated in our next theorem\(^6\).

**Theorem 3.** Let programs \( P \) and \( P'' \) be as above. Then

\[
cwp[P](f) = wp[P''](f).
\]

\( \square \)

Note that in the proof ([31], p. 23) we exploit our transfer theorem (Theorem 2) and argue on the level of operational semantics. Hence the result holds not only for fully probabilistic programs but for pGCL programs with \( \text{observe} \) in general. However \( cwp \) is restricted to fully probabilistic programs. We illustrate the two main steps of our transformation using our fishbowl example.

**Example 4** (Replace observations by a loop).

Original program \( P \):

1. \( (f1 := \text{goldfish}[0.5] \ f1 := \text{piranha}); \)
2. \( f2 := \text{piranha}; \)
3. \( (\text{sample} := f1[0.5] \ \text{sample} := f2); \)
4. \( \text{observe}([\text{sample} = \text{piranha}]); \)

Transformation to \( P' \) using transformations at \[33\]:

---

\( ^6 \)Theorem 3 appears as Theorem 6.2 in our extended technical report [31].
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rerun := false;
\{if(!rerun){f1 := goldfish;}\} [0.5] \{if(!rerun){f1 := piranha;}\}
\{if(!rerun){f2 := piranha;}\}
\{if(!rerun){sample := f1;}\} [0.5] if(!rerun){\{sample := f2;\}}
\{if(sample != piranha) {rerun := true;}\}

Final result \(P''\) using transformations at §3.3:

s1 := f1;
s2 := f2;
s3 := sample;
rerun := true;
while(rerun) {
f1 := s1;
f2 := s2;
sample := s3;
rerun := false;
\{if(!rerun){f1 := goldfish;}\} [0.5] \{if(!rerun){f1 := piranha;}\}
\{if(!rerun){f2 := piranha;}\}
\{if(!rerun){sample := f1;}\} [0.5] if(!rerun){\{sample := f2;\}}
\{if(sample != piranha) {rerun := true;}\}
}

\[\square\]

3.3.2. Replacing loops by observations

Theorem § shows how to define and effectively calculate the conditional expectation using a straightforward program transformation and the well-established notion of \(wp\). However, in practice it will often be infeasible to calculate the fixed point of the outer loop or to find a suitable loop invariant—even though it exists. This is because finding fixed points of loops is the major obstacle in automated program analysis as we will see in Chapter §. Thus the loop introduced by this transformation increases the analysis effort. In particular, a program with simple (i.e., non-nested) loops will be turned into a program with nested loops. While the result in the previous section is of theoretical interest, it does not simplify the
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analysis of programs. In practice, one would prefer to analyse the straight-line program \( P \) from Example 4 over the program with a loop. It seems beneficial to have a transformation that goes the other way around. However while the transformation in Theorem 3 works for any program, no transformation in the other direction can be expected that is applicable in general. Yet we can identify a subclass of programs that can easily be transformed to a loop-free program, albeit an additional observe statement. Reconsider the last program \( P'' \) in Example 4. We see that the variables \( s_1, \ldots, s_3 \) are obsolete because \( f_1, f_2 \) and \( \text{sample} \) are set independently of their values in lines 10-12. Moreover the decision whether the loop has to perform one more iteration is made at the very end in line 13. Hence we can push the predicate into the loop’s header and replace line 4 by an arbitrary assignment that ensures \( \text{sample} \neq \text{piranha} \). A simplified version of \( P'' \) can thus be written as:

```plaintext
1  sample := goldfish;
2  while(sample != piranha) {
3      (f1 := goldfish [0.5] f1 := piranha);
4      f2 := piranha;
5      (sample := f1 [0.5] sample := f2);
6  }
```

By the previous arguments we have seen that there is no dataflow between the iterations of the loop. Hence the iterations of the loop generate a sequence of program variable valuations that are independent and identically distributed (iid). We refer to such loops as iid loops, which can be formally defined as follows.

**Definition 4 (iid loop).** A loop while\((G \{ P \})\) is called iid, if \( \wp(P, f) = \wp(P^k, f) \) for all expectations \( f \) and \( k \in \mathbb{N} \setminus \{0\} \), where \( P^k = P; P; \ldots P \) is the \( k \)-fold repetition of \( P \).

The aim of Definition 4 is to capture the absence of dataflow between loop iterations formally by requiring that the distribution generated by running the loop body \( P \) once is indistinguishable from the distribution generated after running it multiple times. Since we do not have access to distributions in our semantics, we require that the pre-expectations agree for any post-expectation \( f \). Indeed two discrete distributions are equal if and only if the expectation of any random variable over these distributions is equal. In particular, if two discrete distributions differ, there must be an outcome \( \omega \), such that \( \mathbb{E}(\mathbb{1}_\omega) \) differ between the two distributions.
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Example 5 (iid loops). Consider the programs $P$ and $Q$:

\[
P : \quad b := 0
\]
\[
\text{while}(c)\
\quad b := 1 - b
\]
\[
\text{if}(c)\
\quad c := 0 \quad [1/2] \quad c := 1
\]
\[
Q : \quad \text{while}(c)\
\quad b := 1
\]
\[
\{ c := 0 \} \quad [1/2] \quad \{ c := 1 \}
\]
\[
\text{if}(c)\
\quad b := 0
\]
\[
\quad \{ c := 0 \} \quad [1/2] \quad \{ c := 1 \}
\]

The loop in $P$ inverts a bit $b$ on every iteration. This inversion requires the knowledge of the value of $b$ from the previous iteration, hence we have dataflow between iterations and the loop is not iid. Another way to see this is to check the distributions generated by the iterations of the loop body. Let $body$ denote the loop body in $P$. We have

\[
wp(body, [b = 1]) = [1 - b = 1] \neq [b = 1] = wp(body^2, [b = 1]) .
\]

Thus running the loop once produces a distribution which is different from the distribution produced after two runs and that by Definition 4 violates the iid property.

By contrast, the loop in program $Q$ is iid. This is easy to see, as both variables $b$ and $c$ are set regardless of their previous value inside the loop body of $Q$. More formally, let $body$ denote the loop body of $Q$. Then we can show that for any post-expectation $f(b, c)$ and any number of repetitions of $body$ the pre-expectations agree, i.e.:

\[
wp(body, f(b, c)) = \frac{1}{4} \cdot f(0, 0) + \frac{1}{4} \cdot f(0, 1) + \frac{1}{2} \cdot f(1, 0) = wp(body^k, f(b, c)) \quad \text{for all } k > 1 .
\]

This example shows also a curiosity. Namely that sometimes a loop which is not iid can be rewritten into one which is iid. Here in fact program $Q$ is obtained from $P$ by merging two iterations of the loop together. Of course this does not always work. For example, a loop with a counter cannot be an iid loop.

The iid property allows to replace a loop by its body and an observation.
3. Conditional probabilities and expectations

**Theorem 4** (Transformation of iid loops). Let $\text{loop} = \text{while}(G)\{P\}$ be an iid loop and let $Q = \text{if}(G)\{P; \text{observe}(\neg G)\} \text{ else } \{\text{skip}\}$. Then for any expectation $f$

$$wp(\text{loop}, f) = cwp(Q, f).$$

*Proof.* Apply Theorem 3 to program $Q$. Let the resulting program be $\text{loop}'$. Since $\text{loop}$ is iid, from Definition 4 we have that $wp(P, f) = wp(P^k, f)$ for all $f$ and $k$ and therefore $\text{loop}'$ is iid, too. Thus the same simplification steps as in Example 4 apply: there is only one observe statement at the end of $\text{loop}'$ and furthermore there is no data flow between iterations of $\text{loop}'$. Hence by removing all if–then–else statements that are vacuously true and pushing the observation into the loop header we arrive at the desired program $\text{loop}$. □

Theorem 4 formalises a claim from our technical report [31], p. 10. There we tacitly assumed that the loop will be executed at least once and therefore left out the if–then–else statement in $Q$, which is now taken care of explicitly.

3.3.3. Observation hoisting

Here we present yet another program transformation that supports the removal of observe statements from programs. The idea is to “push” all observe statements upwards in the program text such that in the end we obtain a program with one initial observation followed by an observation free pGCL program text. For this we generalise observations to be functions in the $[0,1]$ interval rather than just predicates. Intuitively such a quantitative observation gives us the probability that the program fragment that follows it will establish some condition. Figure 3.5 lists the transformation rules for each pGCL command. The single most important transformation rule is the one for probabilistic choice. Based on the valuation of the current state, it rescales the probabilistic choice proportional to the probability of the successor states to pass all observations.

With the transformation rules from Figure 3.5 we establish the following result.

**Theorem 5** (Correctness of hoisting). Let $P$ admit at least one feasible run for every initial state and $T(P, 1) = (\hat{P}, \hat{h})$. Then for any expectation $f$,

$$wp(\hat{P}, f) = cwp(P, f).$$

*7* Theorem 5 appears as Theorem 5.1 in Appendix C.
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\[ T(\text{observe}(G), f) = (\text{skip}, [G] \cdot f) \]

\[ T(\text{skip}, f) = (\text{skip}, f) \]

\[ T(\text{abort}, f) = (\text{abort}, 1) \]

\[ T(x := E, f) = (x := E, f[x/E]) \]

\[ T(\text{if}(G) \{ P \} \text{ else } \{ Q \}, f) = (\text{if}(G) \{ P' \} \text{ else } \{ Q' \}, [G] \cdot f_P + [-G] \cdot f_Q) \]

where \( (P', f_P) = T(P, f), (Q', f_Q) = T(Q, f) \)

\[ T(\{ P \} [a] \{ Q \}, f) = (\{ P' \} [a'] \{ Q' \}, a \cdot f_P + (1 - a) \cdot f_Q) \]

where \( (P', f_P) = T(P, f), (Q', f_Q) = T(Q, f) \), and

\[ a' = \frac{a \cdot f_P + (1 - a) \cdot f_Q}{a \cdot f_P + (1 - a) \cdot f_Q} \]

\[ T(\text{while}(G) \{ P \}, f) = (\text{while}(G) \{ P' \}, f') \]

where \( f' = \text{gfp}_x ([G] \cdot (\pi_2 \circ T)(P, x) + [-G] \cdot f), \) and

\( (P', \_\_) = T(P, f') \)

\[ T(P; Q, f) = (P'; Q', f'') \] where \( (Q', f') = T(Q, f), (P', f'') = T(P, f') \)

Figure 3.5.: Program transformation for hoisting \textit{observe} statements. In the transformation of the while–loop the function \( \pi_2 \) is the projection to the second component (of \( T \)).
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Note that we apply the transformation rules from Figure 3.5 where \( f \) initially is the constant expectation 1. Hence none of the commands change it, except for the \texttt{observe} command. It will introduce the predicate \( G \) and all further hoisting steps are then carried out with respect to \( G \) (and any other observations found on the way up). We revisit our simple fishbowl example for a last time to illustrate a straightforward application of hoisting.

**Example 6** (Hoisting \texttt{observe}).

Original program
\[
\begin{align*}
\{ f_1 := \textit{goldfish} \} & \quad \{ 0.5 \} \quad \{ f_1 := \textit{piranha} \}; \\
\{ f_2 := \textit{piranha} \} & \\
\{ \text{sample} := f_1 \} & \quad \{ 0.5 \} \quad \{ \text{sample} := f_2 \}; \\
\texttt{observe}([\text{sample} = \textit{piranha}])
\end{align*}
\]

First step of the hoisting transformation
\[
\begin{align*}
\{ f_1 := \textit{goldfish} \} & \quad \{ 0.5 \} \quad \{ f_1 := \textit{piranha} \}; \\
\{ f_2 := \textit{piranha} \} & \\
\texttt{observe}([\text{f}_1 = \textit{piranha}] \cdot 0.5 + [\text{f}_2 = \textit{piranha}] \cdot 0.5); \\
\{ \text{sample} := f_1 \} & \quad \left[ \frac{[f_1 = \textit{piranha}] \cdot 0.5}{[f_1 = \textit{piranha}] \cdot 0.5 + [f_2 = \textit{piranha}] \cdot 0.5} \right] \quad \{ \text{sample} := f_2 \}
\end{align*}
\]

Second step of the hoisting transformation
\[
\begin{align*}
\{ f_1 := \textit{goldfish} \} & \quad \{ 0.5 \} \quad \{ f_1 := \textit{piranha} \}; \\
\texttt{observe}([f_1 = \textit{piranha}] \cdot 0.5 + 0.5); \\
\{ f_2 := \textit{piranha} \} & \\
\{ \text{sample} := f_1 \} & \quad \left[ \frac{[f_1 = \textit{piranha}] \cdot 0.5}{[f_1 = \textit{piranha}] \cdot 0.5 + [f_2 = \textit{piranha}] \cdot 0.5} \right] \quad \{ \text{sample} := f_2 \}
\end{align*}
\]

Last step of the hoisting transformation
\[
\begin{align*}
\texttt{observe}(\text{1/4}); \\
\{ f_1 := \textit{goldfish} \} & \quad \{ 1/3 \} \quad \{ f_1 := \textit{piranha} \}; \\
\{ f_2 := \textit{piranha} \} & \\
\{ \text{sample} := f_1 \} & \quad \left[ \frac{[f_1 = \textit{piranha}] \cdot 0.5}{[f_1 = \textit{piranha}] \cdot 0.5 + [f_2 = \textit{piranha}] \cdot 0.5} \right] \quad \{ \text{sample} := f_2 \}
\end{align*}
\]

\( \square \)
Conceptually we have to pay the price of finding loop fixed points in order to hoist observations over loops. We gain a separation between the observations that we condition on and the rest of the program which can be analysed using the $wp$ transformer. Such a hoisting can be applied e.g. in simulation approaches where one would like to terminate infeasible executions as soon as possible. Hoisting observations all the way through the program thus allows to generate only feasible runs and leads to a better performance of the simulation technique. This has been exploited in [54], but there instead of coin flips they introduce probability by sampling from distributions. Therefore their transformation rule is weaker in that it does not compute the weakest pre-expectation with respect to the probabilistic assignment. Instead their rule overapproximates probabilistic assignment by non-deterministic assignment and the observation is existentially quantified. In cases where the distribution is Bernoulli (or a distribution that can be build using Bernoulli trials as shown in the introduction) our technique is more accurate. However our hoisting transformation cannot be applied to programs that sample from e.g. continuous distributions.

The presented transformation could in principle be automated. All transformation rules except the rule for the loop are purely syntactical. In order to apply the transformation to a loop we first need to find a pre-expectation with respect to the original loop. In principle, we could cast the problem of finding a fixed point as an invariant generation problem (studied in Chapter $\text{[4]}$) and apply the machinery there. The difference is just that instead of applying $wp$, we need to apply $T$ to the loop body $P$ and the given post-expectation $f$. Finally, given that pre-expectation, the loop body is transformed again in a syntactical manner. However at this point the transformation has not been yet implemented and evaluated but certainly is interesting future work for our tool development.

After independently discovering the rules in Figure $\text{[3.5]}$ we found out that the same “trick” has recently been applied in [4] where a transformation of Markov chains is introduced to facilitate a fast computation of conditional probabilities of $\omega$-regular objectives. The correspondence between our hoisting transformation of probabilistic programs and their transformation of Markov chains may once again be seen as a consequence of the transfer theorem and moreover serves as a good sanity check.

### 3.3.4. iid loops and hoisting – a case study

In what follows we apply the presented transformation techniques to determine conditional probabilities in a randomised network protocol.
Example 7 (Zeroconf). When a device is connected to a network it needs to be assigned a unique IP address to enable communication with other devices on the network. The chosen address must be unique as the device would otherwise cause a collision in the network, which is highly undesirable. Zeroconf is a protocol which allows the device to configure its own IP address automatically without the need of a centralised server that manages the IPs of all devices connected to the network. Such an IP configuration mechanism may be used in ad hoc networks, for example. We are interested in the high level, probabilistic behaviour of Zeroconf and follow in its presentation.

Once connected, the device randomly generates its IP address. To verify that it is unique it broadcasts a probe to the network and waits a certain amount of time for a reply in case another device is already using the chosen address. It is possible that such an answer to the probe is lost or does not arrive before the timer expires. Therefore the device sends several probes and settles for the chosen IP address only if none of the probes receives an answer. We assume some probability \( q \) to pick an address which is already in use. Furthermore we assume that a fixed number \( N \) of probes is sent and each probe’s answer may (independently of all the others) get lost with probability \( p \). The protocol is modelled as a pGCL program in Figure 3.6. As said before it is crucial to avoid collisions. Therefore the goal is to find the probability that the protocol settles on an already used IP address, i.e. terminates with \( \text{collision} = \text{true} \). First we simplify the program and remove the for-loop while updating the message loss probability to \( p^N \). This can be done because in case there is no collision, the for-loop has no effect (and neither has the updated probabilistic choice) and in case a collision does happen, \( \text{configured} \) will be reset to \( \text{false} \) unless the left hand side of the choice is chosen on all \( N \) iterations which may happen with probability \( p^N \). For future reference we call this program \text{Zeroconf}^1.

```plaintext
configured := false;
while(!configured) {
    (collision := true [q] collision := false);
    configured := true;
    {
        skip;
    }
}[p^N]
```
configured := false;
while(!configured) {
  //choose random IP
  (collision := true [q] collision := false);
  //assume an unused IP was chosen
  configured := true;
  //query the network N times
  for(1..N){
    {
      //no answer due to message loss
      skip;
    }
    [p]
    {
      //if a used IP was chosen,
      //the probe is answered accordingly
      //and the protocol is restarted
      if(collision){
        configured := false;
      }
    }
  }
}

Figure 3.6.: A PGCL program modelling the probabilistic behaviour of the Zeroconf protocol.

We use for(1..N) {...} to abbreviate i := 0; while (i < N) {...; i := i + 1}.
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```plaintext
if(collision){
    configured := false;
}
}
```

Additionally, we see that there is no data flow between the iterations of the while-loop. The variables `collision` and `configured` are set on each iteration regardless of their previous values. Hence we have an iid loop to which Theorem 1 may be applied to replace the loop by an `observe` statement. Thus we obtain a program `ZEROCONF_2`.

```plaintext
configured := false;
(collision := true [q] collision := false);
configured := true;
{
    skip;
}
[p^N]
{
    if(collision){
        configured := false;
    }
}
observe(configured = true);
```

We may hoist this observation all the way up through the program text by applying our program transformation from Figure 3.5 yielding the final program `ZEROCONF_3`.

```plaintext
observe(qp^N / 1-q(1-p^N));
configured := false;
(collision := true [qp^N / 1-q(1-p^N)] collision := false);
configured := true;
{
    skip;
}
[[configured=true]p^N / [configured=true]p^N + (1-p^N)[\neg collision]]
```
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By Theorem 4, we have \( wp(\text{Zeroconf}_1; [\text{collision} = \text{true}]) = cw_p(\text{Zeroconf}_2; [\text{collision} = \text{true}]) \) and by Theorem 5, \( cw_p(\text{Zeroconf}_2; [\text{collision} = \text{true}]) = wp(\text{Zeroconf}_3; [\text{collision} = \text{true}]) \). The latter is now trivially given by the probabilistic choice in line 3. Our analysis shows that Zeroconf may cause a collision on the network with probability

\[
\frac{qp^N}{1 - q(1 - p^N)}.
\]

Figure 3.7 visualises how the collision probability depends on the number of probes sent. In order to reduce the dimension of the distributions we fix certain values for the probability parameters \( p \) and \( q \). We assume the device picks an IP address within the 169.254/16 prefix uniformly at random, which amounts to 65536 possible addresses. Assuming further that 100 out of these are already in use gives \( q = 0.001526 \), or if 1000 are already in use \( q = 0.015259 \). We assume that a message is lost either with probability \( p = 0.1 \) or \( p = 0.2 \). This gives rise to four scenarios and consequently the four distributions in Figure 3.7. We see that already after three probes the collision probability is far below \( 10^{-3} \). In fact for \( q = 0.001526, p = 0.1, N = 3 \) the probability amounts to \( 1.53 \cdot 10^{-6} \).
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3.3.5. Conditional expectations in loopy programs – the Crowds protocol

We conclude this chapter by studying a variant of a network anonymity protocol. The example serves two purposes, one is that we demonstrate how conditional expectations are calculated for programs where our previously introduced simplification steps are not applicable. The other is that this example motivates the topic of the next chapter, which deals with the question how to compute fixed points of while-loops.

Example 8 (Crowds). To demonstrate the applicability of the cw\textsubscript{p}-semantics to a practical example, we consider the Crowds protocol\textsuperscript{[58]}. A set of nodes forms a fully connected network called the crowd. Crowd members would like to exchange messages with a server without revealing their identity to the server. To achieve this, a node initiates communication by sending its message to a randomly chosen crowd member, possibly itself. Upon receiving a message, a node probabilistically decides to either forward the message once again to a randomly chosen node in the network or to relay it to the server directly. A commonly studied attack scenario is that some malicious nodes called collaborators join the crowd and participate in the protocol with the aim to reveal the identity of the sender. The pGCL-program CROWDS in Figure 3.8 models this protocol where \( p \) is the forward probability and \( c \) is the fraction of collaborating nodes in the crowd. The initialisation corresponds to the communication initiation. Our goal is to determine the probability of a message not being intercepted by a collaborator. We condition this by the observation that a message is forwarded at most \( k \) times.

Note that the operational semantics of CROWDS induce an infinite parametric RMDP since the value of \( k \) is fixed but arbitrary. Further note that due to the counter the loop is not iid and cannot be easily removed as in the previous examples. The hoisting transformation – though still applicable – requires to find a fixed point of the loop with respect to the observation, which is as hard as determining the cw\textsubscript{p} directly. The probability that a message is not intercepted given that it was rerouted no more than \( k \) times is given by

\[
\text{cw}(\text{CROWDS} , \neg \text{intercepted}) = \frac{\wp(\text{CROWDS} , \neg \text{intercepted})}{\text{wl}(\text{CROWDS} , 1)}
\]  

The computation of this quantity requires to find fixed points. For details we refer to Appendix A11 of our technical report\textsuperscript{[31]}. As a result we obtain a closed form solution parametrized in \( p, c, \) and \( k \):

\[
(1 - c)(1 - p) \frac{1 - (p(1 - c))^k}{1 - p(1 - c)} \cdot \frac{1}{1 - p^k}
\]
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Let c be the fraction of corrupted nodes on the network

Let p be the forward probability

intercepted := false;
delivered := false;

// Initiate communication path to server by sending the message to someone in the network

(intercepted := true [c] skip);
counter := 1;
while(delivered = false) {
    {
        (intercepted := true [c] skip);
counter := counter + 1;
    }
    [p]
    {
        delivered := true;
    }
}
observe(counter <= k)

Figure 3.8.: Model of the Crowds protocol where the length of the communication path through the network is bounded by some fixed number k.
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Figure 3.9: The conditional probability that a message is intercepted as a function of $k$ for fixed $c$ and $p$.

One can visualise it as a function in $k$ by fixing the parameters $c$ and $p$. For example, Figure 3.9 shows the conditional probability plotted for various parameter settings. The automation of this analysis requires to find the fixed points in (3.5) automatically. This issue is addressed in the next chapter.
4. Automated analysis

In the previous chapters we have studied the meaning of probabilistic programs. Now we focus on how we can actually calculate the weakest pre-expectation given a program and a post-expectation. In this chapter we consider pGCL programs as defined in Chapter 2 without observations. Recall that all language constructs other than the while-loop allow a purely syntactical calculation of the pre-expectation, which may easily be automated. However for loops, fixed points need to be found. In the following we use an example to explain how fixed points can be found “by hand”. Then we summarise how invariants are used as an alternative means to reason about pre-expectation of loops. Subsequently we show one approach for the analysis of probabilistic programs using invariants and discuss to what extent our software tool PrinSys help the user in this process.

4.1. Proving properties of probabilistic programs

4.1.1. Computing fixed points

Our first example in Figure 1.1 was a program that generated samples according to a geometric distribution. While not very spectacular on its own, we have seen variations of it reappearing in other programs such as the duelling cowboys, cf. Figure 2.2a or the Crowds protocol, cf. Figure 3.8. These programs have a similar structure: there is a loop which may terminate with a fixed probability or update some variables with the complementary probability. The results of the analyses were thus given by some instance of the geometric series. Since we believe that the geometric distribution is at the heart of many other probabilistic programs, we choose its program as the example for the detailed wp calculation to come. In the following let $P$ be that program, which for convenience is displayed in Figure 4.1 once again. We are interested to find the mean value of the random variable $x$. According to the
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```plaintext
1 x := 0;
2 flip := 0;
3 while (flip = 0) {
4     ( flip := 1 [p] x := x + 1 );
5 }
```

Figure 4.1.: Program P generates a random sample x according to the geometric distribution with parameter p.

denotational semantics presented in Section 2.3.2, this quantity is given by

\[
wp(P, x) = wp(x := 0, wp(flip := 0, wp(while(\text{flip} = 0)\{\text{flip} := 1[p]x := x + 1\}, x)))) \tag{4.1}
\]

\[
= wp(x := 0, wp(flip := 0, \sup_k \left[ \phi(0) \left[ \begin{array}{c}
\text{flip} = 0 \\
\text{flip} \neq 0
\end{array} \right] \cdot wp(\text{flip} := 1[p]x := x + 1, F) + \left[ \text{flip} \neq 0 \right] \cdot x \right) ) \right) \tag{4.2}
\]

\[
= wp(x := 0, wp(flip := 0, \sup_k \left[ \phi(0) \right] \cdot wp(\text{flip} := 1[p]x := x + 1, 0) + \left[ \text{flip} \neq 0 \right] \cdot x \right) ) \tag{4.3}
\]

Equation (4.1) is given directly by the semantics of sequential composition of pGCL commands. In the next line we apply the definition of \(wp\) for loops. The expectation transformer \(\Phi(F) = \left[ \text{flip} = 0 \right] \cdot wp(\text{flip} := 1[p]x := x + 1, F) + \left[ \text{flip} \neq 0 \right] \cdot x\) takes some expectation \(F\) and returns its pre-expectation with respect to one loop iteration. The solution to the fixed point equation in (4.2) is obtained using the Kleene fixed point theorem. It tells us that the least fixed point of \(\Phi\) can be found by taking the supremum over \(k\) of \(\Phi^k\) which denotes the \(k\)-fold application of \(\Phi\). This results in (4.3). For a detailed account of fixed point theorems, we refer to [15]. There, Theorem 3 applies in our setting where the cpo is the set of expectations with point-wise ordering \(\{S \to \mathbb{R}^\infty_{\geq 0}, \leq\\). In order to find the supremum in (4.3) we consider the expression for several \(k\) and deduce a pattern:

\[
\Phi(0) = \left[ \text{flip} = 0 \right] \cdot wp(\text{flip} := 1[p]x := x + 1, 0) + \left[ \text{flip} \neq 0 \right] \cdot x
= \left[ \text{flip} \neq 0 \right] \cdot x
\]
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\[ \Phi^2(0) = \Phi([\text{flip} \neq 0] \cdot x) \]
\[ = [\text{flip} = 0] \cdot \wp(\text{flip} := 1[p]x := x + 1, [\text{flip} \neq 0] \cdot x) + [\text{flip} \neq 0] \cdot x \]
\[ = [\text{flip} = 0] \cdot (px + (1 - p)[\text{flip} \neq 0](x + 1)) + [\text{flip} \neq 0] \cdot x \]
\[ = [\text{flip} = 0] \cdot px + [\text{flip} \neq 0] \cdot x \]

\[ \Phi^3(0) = \Phi([\text{flip} = 0] \cdot px + [\text{flip} \neq 0] \cdot x) \]
\[ = \ldots \]
\[ = [\text{flip} = 0] \cdot (px + (1 - p)p(x + 1)) + [\text{flip} \neq 0] \cdot x \]

\[ \Phi^4(0) = \Phi([\text{flip} = 0] \cdot (px + (1 - p)p(x + 1)) + [\text{flip} \neq 0] \cdot x) \]
\[ = \ldots \]
\[ = [\text{flip} = 0] \cdot (px + (1 - p)p(x + 1) + (1 - p)^2p(x + 2)) + [\text{flip} \neq 0] \cdot x \]
\[ \vdots \]

\[ \Phi^{k+2}(0) = [\text{flip} = 0] \cdot \sum_{i=0}^{k} (1 - p)^i \cdot p \cdot (x + i) + [\text{flip} \neq 0] \cdot x \]
\[ \vdots \]

\[ \sup_k \Phi^k(0) = [\text{flip} = 0] \cdot \sum_{i=0}^{\infty} (1 - p)^i \cdot p \cdot (x + i) + [\text{flip} \neq 0] \cdot x \]
\[ = [\text{flip} = 0] \cdot \left( \frac{1 - p}{p} + x \right) + [\text{flip} \neq 0] \cdot x . \]

The jump from \( \Phi^4(0) \) to \( \Phi^{k+2}(0) \) is justified “by inspection” rather than a formal argument. However, if we believe that this is correct, then we can easily find the supremum and hence the sought fixed point for equation (4.3). To verify that our guess was correct and that we have found the least fixed point, we first check that it indeed is a fixed point.

\[ \Phi([\text{flip} = 0] \cdot \left( \frac{1 - p}{p} + x \right) + [\text{flip} \neq 0] \cdot x) \]
\[ = [\text{flip} = 0] \cdot (px + (1 - p)(([\text{flip} = 0] \cdot \left( \frac{1 - p}{p} + x + 1 \right)) + [\text{flip} \neq 0] \cdot (x + 1))) + [\text{flip} \neq 0] \cdot x \]
\[ = [\text{flip} = 0] \cdot (px + (1 - p)(\frac{1 - p}{p} + x + 1)) + [\text{flip} \neq 0] \cdot x \]
\[ = [\text{flip} = 0] \cdot (\frac{1 - p}{p} + x) + [\text{flip} \neq 0] \cdot x . \]
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To convince ourselves that this fixed point is the least, we merely need to observe that the loop terminates almost surely and that for such loops the greatest and the least fixed points coincide \[50\text{, p. 182}\]. Using this result we can continue the calculation of the expected value of \(x\) in program 4.1 as follows:

\[
wp(P, x) = wp(x := 0, wp(flip := 0, \\
\sup_k ([flip = 0] \cdot wp(flip := 1[p] x := x + 1, 0) + [flip \neq 0] \cdot x^k)))
\]

\[
= wp(x := 0, wp(flip := 0, [flip = 0] \cdot (\frac{1 - p}{p} + x) + [flip \neq 0] \cdot x))
\]

\[
= wp(x := 0, \frac{1 - p}{p} + x)
\]

\[
= \frac{1 - p}{p}
\]

This agrees with the expectation of the geometric distribution.

The fixed point calculation can be automated to some degree. Barsotti and Wolovick \[5\] have suggested a method that iteratively approximates the fixed point. In their paper they study, among other examples, the geometric distribution program as well. The only difference is that they consider the variant where one is interested in the number of Bernoulli trials to get one success. Mathematically speaking, if in our example we consider a random variable \(X\), they consider \(X + 1\). This difference is however irrelevant for the techniques discussed here and is only mentioned to avoid confusing the interested reader who studies our and their work at the same time. Their method relies on numerical calculations and therefore instead of a parameter \(p\) their probabilistic choice must use some numerical value, e.g. 0.5. Furthermore they require a user to provide a template, that is a set of predicates that partition the state space into disjoint areas. Assuming we found a good partition, then their method will iteratively approximate the expectation of the random variable for each of these partitions. In the given example, the template of course is rather straightforward since the execution of the program merely depends on the value of \(flip\). Hence they start with an expression

\[
[flip = 0] \cdot (a_2 \cdot flip + a_1 \cdot x + a_0) + [flip \neq 0] \cdot (b_2 \cdot flip + b_1 \cdot x + b_0)
\]

(4.5)

and after some iterations converge to

\[
a_2 = b_2 = b_0 = 0 \quad \text{and} \quad a_1 = b_1 = 1 \quad \text{and} \quad a_0 = 2 .
\]

The \(wp\) calculation can be then carried out using the template with its parameters instantiated as above as the pre-expectation of the loop and finally arrive at the pre-expectation of 2 for
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their program. This corresponds with the expectation of the modelled distribution which is $1/0.5 = 2$. While the implementation seems promising, it is hard to tell from the two examples discussed in [3] to what class of programs this fixed point approximation is applicable and where the practical limits of this approach are. Conceptually, they exclude reasoning with parameterised programs, i.e. programs where probabilities are not specified by a particular number but some parameter $p$.

Another approach to compute quantities in probabilistic programs with loops has been introduced by Claret et al. [17]. There again, they assume that all probabilities are given as numerical values and that all variables can be discretised to take values from a finite set. They then use abstract decision diagrams (ADDs) to represent joint probability distributions over the programs state space. Using a forward semantics (as discussed in section 2.3.1) they update an initial distribution until the program terminates and the output distribution can be used to determine any quantity of interest. In order to deal with loops they assume that one can find a threshold such that the distance (e.g. Kullback-Leibler divergence) between a distribution before and after one iteration of the loop becomes smaller than the chosen threshold. The loop is determined to stop then and the computation is carried on, possibly with a small numerical error. Based on the examples discussed in [17], their algorithm produces interesting results. However it is not clear to what degree it may suffer from numerical imprecision due to abstraction to a finite state space and the under-approximation of the loop behaviour. Further the result of their analysis is an ADD representation of the distribution over the program’s outcomes. This allows to measure any events or moments, but the result is merely a number. It does not explain how the measured outcome depends on the variables of the program. On the contrary, fixed points—and invariants, which we are about to study in the next section—not only facilitate the calculation of an expectation but also provide a deep insight into the program’s behaviour. For example, the fixed point that we found in (4.4) gives the expectation of $x$ depending on the initial value of $ip$ and probability parameter $p$. In the introduction we have compared this to scientific laws which describe relations between physical quantities by means of a mathematical formulas.

4.1.2. Invariants

In the verification of standard, i.e. non-probabilistic programs, we often find it convenient to separate the proofs of termination and partial correctness. For example, in Hoare calculus for standard programs variants are used to establish termination and invariants are required
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to show partial correctness. Together they form the proof of total correctness. McIver and Morgan [50, Ch. 2] have introduced variants and invariants for probabilistic programs. If, for a probabilistic program $P$ and expectations $g$ and $f$, we can establish

$$g = \wp(\text{while } (G) \{P\}, f),$$

then we have shown the total correctness of $\text{while } (G) \{P\}$ with respect to post-expectation $f$. For an initial valuation $\eta$ of program variables, $g(\eta)$ is the expectation of $f$ computed over all terminating runs of $\text{while } (G) \{P\}$. In this sense, $\wp$ takes care of both, probabilistic termination and expectation calculation. In the following we divide the task of calculating pre-expectations into two separate subtasks: finding a liberal pre-expectation and proving almost sure termination. Stated in Hoare calculus terms we seek to find probabilistic invariants and variants. Probabilistic invariants are the topic in the remainder of this chapter. The theory of probabilistic variants is beyond the topic of our studies and we refer to e.g. [50] for further details.

**Definition 5** (Probabilistic loop invariants). An expectation $\mathcal{I}$ is called a probabilistic loop invariant for $\text{while } (G) \{P\}$ if

$$[G] \cdot \mathcal{I} \leq \text{wlp}(P, \mathcal{I})$$

Essentially, this definition is analogous to the standard definition of invariants for non-probabilistic loops except that our invariant is an expectation and not a predicate and therefore implication between predicates is lifted to an inequality between expectations. From now on we refer to probabilistic loop invariants simply as invariants for readability. The idea of an invariant is that it approximates the liberal pre-expectation of a loop from below since it cannot decrease after one iteration of the loop body $P$. In that sense, invariants may be seen as variants of martingales [64]. A submartingale is a stochastic process $X_n$ with the property that the expected value of $X_n$ given the knowledge of the value of the previous step $X_{n-1}$ is no less than $X_{n-1}$. In Definition 5 above we can identify the current value of $\mathcal{I}$ with $X_{n-1}$ and $\text{wlp}(P, \mathcal{I})$ with the expectation of $X_n$. Since non-determinism in $P$ is resolved (demonically) in $\text{wlp}(P, \mathcal{I})$, we get a stochastic process and may apply results from martingale theory when reasoning about invariants of probabilistic programs. The link between program analysis of probabilistic programs and martingale theory has first been established by Chakarov and Sankaranarayanan [13].
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We have introduced \( wlp \) in the previous chapter when defining conditional pre-expectations. The difference between \( wp \) and \( wlp \) is that the former gives the expectation which is measured over terminating runs whereas the latter gives the expectation over all runs. But what should be the reward of a non-terminating run? The intuition is that in a state where the program diverges the liberal transformer for standard programs returns \( true \), which is the top element on the cpo of predicates. By analogy we would expect that the probabilistic variant of \( wlp \) returns the top element on the cpo of expectations. However since expectations are defined on non-negative real numbers, the top element would be an expectation that evaluates to infinity everywhere. But it is not possible to carry out any meaningful computations with infinity as the top element because any consistent definition of addition or multiplication with infinity evaluates to infinity again and any other definition of arithmetical operations immediately leads to contradictions. Therefore we need a top element that allows for reasonable calculations, hence must be an actual real number. For simplicity we fix the range of expectation that \( wlp \) transforms to \([0, 1]\) and thereby obtain a top element, which is the expectation that evaluates to \( one \) everywhere. When studying conditional pre-expectations the \( wlp \) transformer naturally was bound in \([0, 1]\) because it measured the probability to satisfy observations. In general this need not be the case. McIver and Morgan [50] merely require that the expectations are bounded by some real upper bound \( \alpha \) which may depend on the program at hand. In order to justify the restriction to the \([0, 1]\) interval they argue that for almost surely terminating programs all calculations can be rescaled accordingly. Indeed all programs that we have studied in the context of this chapter do terminate almost surely.

A probabilistic invariant, as defined in (4.7) may be used to prove \( g \leq wlp(while(G)\{P\}, f) \) if

\[
g \leq I \quad [-G] \cdot I \leq f .
\]  

(4.7)

(4.8)

If we can additionally prove that the loop terminates from a set of states characterised by \( T \), then we can use \( I \) for the stronger claim \( [T] \cdot g \leq wp(while(G)\{P\}, f) \), i.e. we take termination into account.

A crucial difference between standard and probabilistic invariants is that the latter may underestimate the outcome. For example, an invariant for a standard program may be too specific and miss some of the initial states from which execution indeed would reach the postcondition. However a probabilistic invariant, not only could miss such states as well (i.e. assign the expectation 0 to them), but even in states where it is non-zero it may be far below
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the actual expectation that could be achieved from that state. However in practice we want
to find the pre-expectation of a loop precisely, not just some under-approximation. Indeed in
all our examples throughout this chapter the invariants are chosen such that they establish
the pre-expectation exactly.

Another approach to define invariants for probabilistic programs is due to Chakarov and
Sankaranarayanan [14]. There an expression $e$ over program variables is called an inductive
expectation invariant (IEI) if

$$ wp((\text{while } (G) \{ P \})^n, e) \geq 0 \quad \forall n \in \mathbb{N} \quad (4.9) $$

where $(\text{while } (G) \{ P \})^n$ is the n-fold unrolling of the loop and they assume $(\text{while } (G) \{ P \})^0 = \text{skip}$. This definition tells us that the expectation of $e$ has to be non-negative with respect
to the initial distribution and with each further iteration of the loop the expectation of $e$
remains non-negative with respect to the updated distribution. Their IEI expressions can be
used to derive bounds on an unknown expected value. For example if $e = 2x + 1$ is an IEI,
then from this we learn that

$$ wp(\text{while}(G)\{P\}, 2x + 1) \geq 0. \quad (4.10) $$

Since $wp$, which is nothing but an expectation, is linear, we can rewrite this as

$$ 2 \cdot wp(\text{while}(G)\{P\}, x) + 1 \geq 0 \quad (4.10) $$
$$ wp(\text{while}(G)\{P\}, x) \geq -0.5 \quad (4.11) $$

Thus using $e$ as a lower bound on the expectation of $x$ can be derived. Interestingly, a
method [14] that generates such an IEI $e$ may do so without the need to find the expected
value of $x$ itself, which might be much harder.

An obvious question is how do invariants $I$ in the sense of Definition 5 relate to IEI $e$ in
(14)? They are different in nature. An invariant $I$ is defined to be a quantity that never
decreases from one iteration of the loop to another. In contrast $e$ is an expression such that
the predicate in (14) is maintained for every iteration of the loop. However the value of $e$
may fluctuate and is actually irrelevant (as long as its expectation is provably no less than
0). So in [14] they generate expressions $e$ that in our framework satisfy

$$ wp(\text{while}(G)\{P\}, e(\eta_0)) \geq 0 $$
where \( \eta_0 \) is the initial state from which the loop starts its execution\(^\text{1}\). However if we choose to prove this inequality using a probabilistic invariant \( I \), it will not necessarily resemble the shape of \( e \) in any way.

In the next section we briefly survey approaches to computer aided invariant generation before we consider our software tool Prinsys.

### 4.2. Feasible level of automation

Classical undecidability results in computer science show that we cannot expect to devise an algorithm to find an invariant for every given loop and every given postcondition (or post-expectation). Instead there are basically two orthogonal approaches for computer aided invariant generation. We say “computer aided” to emphasise that eventually it is a human user who actually finds the invariant but is assisted in various ways by a computer software. One approach, that we colloquially refer to as abstract interpretation based, starts with a representation of known facts about the initial state of the loop and updates these facts by iteratively unrolling the loop. To achieve convergence with a small number of unrollings a technique called widening is used, which approximates the further behaviour of the loop. The result of this generation technique is a set of invariants that a user inspects and amongst which hopefully finds a useful invariant for his proof goal. Due to widening, abstract interpretation based methods are doomed to be incomplete which means they cannot discover all facts (and thus all invariants) of a loop. Therefore it might be the case that the invariant that the user is actually searching for is “overlooked” by these methods. However in practice we see that they often do generate useful information, i.e. interesting loop invariants. For further details of this techniques and their implementations we refer to published results on standard \(^\text{59}\) and probabilistic \(^\text{14}\) programs.

Opposed to abstract interpretation based methods there exist so called constraint based methods. As we have seen from the previous section a loop while \((G) \{ P \}\) and the post-expectation \( f \) yield constraints

\[
\begin{align*}
[G] \cdot I & \leq wlp(P, I) \quad (4.12) \\
[-G] \cdot I & \leq f \quad (4.13)
\end{align*}
\]

\(^\text{1}\)In \(^\text{14}\) they work with initial distributions, but we do not have a way to express an initial distribution. Luckily it does not really matter as for computing expectations they only need to know the average over the initial distribution which can be encoded in a state \( \eta_0 \).
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where $I$ is the invariant to be determined. In principle, $I$ may be an arbitrary piece-wise defined function from variable valuation to real values. Without further information about $I$ there are too many degrees of freedom for the choice of $I$: How should $I$ partition the state space and should be the values be described by a function that is linear or polynomial in the program variables? And if it is polynomial, what degree does it have for each variable? Thus we need to constrain the problem further. One way is to guess a candidate invariant precisely. Then the above inequalities may be checked and in case they are satisfied the guess was indeed successful. Of course, one would like to be less stringent and not require a correct guess of an invariant right away. So instead, the user may provide a so-called template for $I$. This is an expectation, but some factors or additive constants may be parameterised. We have seen an example of a template earlier, cf. (4.5). For such templates we can automatically decide whether this template admits a solution and if so how those template parameters need to be instantiated. Further an important feature is that the constraint based approach is goal driven, i.e. the user has a post-expectation $f$ in mind and needs to find a pre-expectation that satisfies (4.13). So he will shape his template accordingly and, when successful, is able to finish his proof. Finally this method is complete in a sense that if the user provides a template that has an invariant instantiation it is guaranteed to be included in the result of this approach. Of course the major drawback is that it is the user who has to provide a lot of information before the computer takes over. For standard programs, implementations exists, e.g. [35, 61, 19].

In the following section we discuss our implementation of a constraint based method due to [42] and evaluate its applicability on some examples. Its key benefit is that it checks (4.12) automatically and thereby saves the user the hardest calculations that are needed to establish pre- and post-expectations of probabilistic loops.

4.3. Prinsys

PRINSYS implements an invariant generation method suggested by Katoen et al. [12]. It is available for download on http://moves.rwth-aachen.de/research/tools/prinsys/. For a detailed explanation of PRINSYS’s methodology and implementation we refer to our paper in Appendix [1]. There we also revisit the program from Figure [4.1] and work out all steps which the tool performs to find the desired invariant. Here we only briefly mention the idea and then proceed to discuss other programs which we have studied.
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PRINSYS requires the user to provide a program that contains a single, non-nested loop, such as the geometric distribution example from Figure 4.1. In fact all of the code before and after the loop is irrelevant to our tool so we may just as well focus on the loop only to which we refer as loop = \texttt{while}(G) \{ P \}. Additionally, the user provides a so-called invariant template \( T \). For the loop above a suitable template might be chosen as

\[
T = [x \geq 0 \land \text{flip} = 0] \cdot (\alpha + x) + [x \geq 0 \land \text{flip} \neq 0] \cdot x,
\]

where \( \alpha \) is the unknown template parameter the value of which we want to find. From loop and \( T \), PRINSYS generates the necessary condition for invariance of \( T \)

\[
[G] \cdot T \leq \text{wlp}(P, T).
\] (4.14)

Since \( P \) is free of loops \( \text{wlp}(P, T) \) can be automatically evaluated and yields some expectation \( T' \). The inequality

\[
[G] \cdot T \leq T'
\]

is then translated to a first-order formula which is true if and only if the inequality holds. Subsequently we use \textsc{Redlog} [24] as an off-the-shelf solver to decide this formula. Since \( T \) contains free parameters the result of this decision procedure is not merely a yes-or-no answer but a constraint over those template parameters that characterises all invariant instances. For example, \( T \) above produces the following output

\[
\alpha \cdot p - \alpha \leq 0 \land \alpha \cdot p + p - 1 \leq 0.
\]

This simplifies to

\[
0 \leq \alpha \leq \frac{1 - p}{p},
\]

and in particular we have invariant instantiation

\[
T[\alpha / \frac{1 - p}{p}] = [x \geq 0 \land \text{flip} = 0] \cdot (\frac{1 - p}{p} + x) + [x \geq 0 \land \text{flip} \neq 0] \cdot x,
\]

which is a stronger expression then the fixed point in (4.13), but it suffices to show the desired pre-expectation. If a parameter-free template \( T \) is used, then PRINSYS will simply report whether the inequality (4.13) is satisfied or not. For such invariance checks, we recently have added an option to use \textsc{Z3} [21] as the back end. As there are no parameters to take care of, an SMT solving technique as implemented by \textsc{Z3} suffices to decide the inequality (4.13). The
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benefit is that SMT solving may outperform the quantifier elimination procedure of Redlog. Furthermore in case the parameter-free $T$ is not invariant, Z3 allows to extract a valuation of the variables that shows why inequality \ref{4.13} does not hold. This may serve as valuable information to the user to refine his guess of what $T$ should be.

4.3.2. Examples

Further examples in which we were able to successfully identify an invariant with the help of Prinsys include the following.

**Generating a biased coin from a fair one.** In \cite{32}, Hurd’s algorithm to generate a sample according to a biased coin flip using only fair coin flips has been analysed. This algorithm is given in terms of pGCL in Figure 4.2. With Prinsys we have successfully verified that

$$I = \{x \geq 0 \land x - 1 \leq 0 \land (b - 1 = 0 \lor x = 0 \lor x - 1 = 0)\} \cdot (x)$$

is invariant. Using $I$ one may show that the probability to establish $x = 1$ is $p$ and conversely $x = 0$ with probability $1 - p$. Thus the program generates a biased coin flip with a given bias $p$ using a repetition of fair coin flips. For a detailed analysis we refer to our work in \cite{29}, p. 47ff.]

**Generating a fair coin from a biased one.** Here we consider an algorithm for the opposite problem. Using a coin with some arbitrary bias $0 < p < 1$, the algorithm in Figure 4.3 generates a sample according to a fair coin flip. The loop terminates when the biased coin was flipped twice and showed different outcomes. We remind the reader that this loop is an instance of an iid loop, which were introduced in Section 3.3.2, and can thus be elegantly analysed by introducing an observe statement. Here however we would like to show the applicability of invariants. Starting with the template

$$T = \{x = 0 \land y - 1 = 0\} \cdot (\alpha) + \{x - 1 = 0 \land y = 0\} \cdot (\beta)$$

Prinsys tells us that the template parameters $\alpha$ and $\beta$ must satisfy

$$\alpha p^2 - \alpha p + \beta p^2 - \beta p \leq 0 \; .$$

This simplifies to $\alpha = -\beta$ and gives us an invariant that allows us to show that the probability of the outcomes $x = 0$ and $x = 1$ have probability $1/2$ each. For a detailed analysis we refer to our work in \cite{33}, cf. Appendix D.
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```cpp
1  x := p;
2  b := true;
3  while (b - 1 = 0) {
4      (b := false [0.5] b := true);
5      //if b is true
6      if (b - 1 = 0) {
7          x := 2*x;
8          if (x - 1 >= 0) {
9              x := x-1;
10         } else {
11          skip;
12         }
13      }
14      else if (x - 0.5 >= 0) {
15          x := 1;
16      }
17      else {
18          x := 0;
19      }
20  }
```

Figure 4.2.: Algorithm which generates a sample $x = 1$ with probability $p$ and $x = 0$ with probability $1 - p$ by repeatedly flipping a fair coin.

```cpp
1  x := 0;
2  y := 0;
3  while (x - y = 0) {
4      (x := 0 [p] x := 1);
5      (y := 0 [p] y := 1);
6  }
```

Figure 4.3.: Algorithm which generates $x = 0$ and $x = 1$ with equal probability by repeatedly flipping a coin with an arbitrary bias $p$. 
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```plaintext
1  x := 0;
2  n := 0;
3  while (n - M + 1 <= 0) {
4      (x := x + 1 [p] skip);
5      n := n + 1;
6  }
```

Figure 4.4.: Algorithm which generates a sample \( x \) distributed binomially with parameters \( p \) and \( M \).

**Binomial distribution.** In this thesis we have seen many examples that in essence are a variant of the geometric distribution. Another important distribution underlying various interesting processes is the binomial distribution. Figure 4.4 gives a pGCL program that produces a sample \( x \) distributed according to the binomial distribution, i.e. the probability to terminate with \( x = k \) is given by

\[
\binom{M}{k} p^k (1 - p)^{M-k}.
\]

Using our expectation calculus we may show that the pre-expectation of \( x \) is \( pM \), which agrees with the expectation of a binomial distribution with parameters \( p \) and \( M \). For this we use the template

\[
T = [x \geq 0 \land x - n \leq 0 \land n - M \leq 0] \cdot (\alpha x + \beta n + \gamma).
\]

Interacting with Prinsys we arrive at an invariant instance which is given by

\[
T\{\alpha/\frac{1}{M}, \beta/\frac{-p}{M}, \gamma/p\} = [x \geq 0 \land x - n \leq 0 \land n - M \leq 0] \cdot \left(\frac{1}{M}x - \frac{p}{M}n + p\right).
\]

This invariant allows to show that the expectation of \( x/M \) is \( p \). Since \( wp \) is linear (just as the mathematical expectation is) this result may be scaled by \( M \) to obtain the desired claim. For a detailed analysis we refer to our work in [29, p. 45ff.].

4.3.3. Problems

**Technical.** Essentially there are two technical problems with the Prinsys approach. A minor issue is that we are currently limited to the study of algorithms without nested loops. While nested loops maybe rewritten into an equivalent single loop [57], this transformation
seems impractical since part of the program’s structure is lost and it will be harder to find an invariant for the new loop. Instead we believe our approach can be extended straightforwardly to support nested loops. For example consider the following program where \( G \) and \( H \) are boolean guards and \( P, Q \) and \( R \) are loop-free subprograms.

\[
\text{while}(G) \{
\quad P;
\quad \text{while}(H) \{
\quad \quad R
\quad \}
\quad Q;
\}
\]

Then we need two invariants: one invariant, say \( I \), for the outer loop and one, say \( J \), for the inner loop. Given some post-condition \( f \), the conditions (4.12) and (4.13) generalise to

\[
\begin{align*}
[G] \cdot I & \leq wlp(P, J) \\
[H] \cdot J & \leq wlp(R, J) \\
[\neg H] \cdot J & \leq wlp(Q, I) \\
[\neg G] \cdot I & \leq f .
\end{align*}
\]

Condition (4.14) ensures that \( J \) is an invariant of the inner loop. Together with conditions (4.15) and (4.17) this further ensures that \( I \) is an invariant of the outer loop. Finally (4.18) establishes a lower bound on the given post-expectation \( f \) upon termination of the loops – in the same way as (4.13) did before. These constraints can be encoded in an first-order formula and solved. However this generalisation to nested loops has not been implemented as single-loop programs pose enough problems that need to be overcome before taking on further challenges.

The second technical problem is due to practical limitations of computer resources and insufficiencies in the current solvers. More precisely, the expressions that our tool handles grow very fast depending on the number of predicates in the template and the number of (conditional, probabilistic or non-deterministic) choices in the loop body. In the step where we translate (4.13) to a first-order formula, the size of the data structures blows
4. Automated analysis

up exponentially. During our implementation we have learnt that it is crucial to simplify expressions at intermediate steps to maintain a manageable size. But even if Prinsys and the tools in the back end can successfully cope with the large data, the results that are returned to the user may be inconclusive. In the previous examples we have seen how well chosen templates lead to a small set of constraints that tell us what our invariant will be. However for other programs we may get results that are too large to be readable by a human user. A closer look however reveals that many simplifications, which seem obvious to a human user, are missed by the algorithms implemented in the solvers.

Conceptual. Conceptually we may identify two issues. The first is of a theoretical nature and that is we can only represent polynomial expectations. They do not suffice to express expectations of interesting random variables which are given by non-polynomial functions. For instance, our approach cannot be used to calculate the probability of an event such as \( x = i \) for some fixed \( i \), given the binomial or geometric programs (and in fact all algorithms that are based on those) because that would require reasoning with exponential functions and binomial coefficients, i.e. factorials. However an automated technique that can reason with such functions is not to be expected because currently it is not even known whether the theory of real numbers with exponential functions is decidable or not \[^{13}^{49}\].

The greater conceptual issue is that the user has to provide a good template. This means essentially that if we know what the pre-expectation of the loop should look like, we can easily motivate the shape of a template and find an invariant instantiation with the help of Prinsys. However if a user has no clue what the sought pre-expectation of the loop is, it is not clear how to proceed. A constraint-based approach to invariant generation can only work with the input given by the user. A template that has no invariant instantiation will produce the answer \textit{false}, but no hint will be given as to how to repair the template. The use of \textsc{Z3} allowed us to find valuations that violate the invariance condition of Definition \[^{13}\]. However this does not give a direct hint at how to reshape the template. A possible remedy could be the use of patterns: If a software tool could automatically analyse the control flow structure of a loop and identify it to be an instance of an already known program – such as the geometric or binomial loop, which we have studied before – a good invariant candidate could be suggested to the user. However before the automation of such pattern detection algorithms can be approached we need to analyse a large number of case studies manually and identify the individual patterns that could be reused later.
5. Conclusion and future work

In this thesis we have studied the semantics and analysis techniques for probabilistic programs. We have given pGCL programs an operational semantics by means of reward Markov decision processes and linked expected rewards of such RMDPs to the weakest pre-expectation semantics. This correspondence result allows us to use either semantics to analyse or prove facts about pGCL programs. In a following step, we enriched pGCL by an observation statement which blocks all executions of a program that fail to satisfy a given predicate. Accordingly we extend both, the RMDP and wp, semantics to cater for this language extension. This gave rise to the notion of conditional minimal expected rewards over RMDPs and the conditional weakest pre-expectation over programs. Various examples have been studied to better understand the intricate behaviour of these conditional quantities as well as their practical application. As a result we were again able to establish a transfer theorem for the extended language, however restricting it to fully probabilistic programs only. We demonstrated by means of an example why a conditional expectation transformer cannot be given for non-deterministic probabilistic programs. The task to characterise the necessary and sufficient properties of programs that allow for a cw$p$ style semantics have been left for future work.

The last chapter discussed our implementation of a constraint-based invariant generation technique for probabilistic programs. It saves the user a considerable amount of hard and error prone calculations and we have presented a set of programs that have been successfully analysed with our tool Prinsys. The major drawback in the application of Prinsys, turned out to be that it works well to check an educated guess of the user, but it fails to guide the user’s search for an invariant in case the guess was not successful. We believe this may be remedied in the future by developing patterns for invariants. However, a larger set of case studies is needed to evaluate the applicability of such patterns. In the introduction we briefly mentioned that new abstraction techniques are evolving in the probabilistic model checking community which target infinite or parametric systems. Since our programs induce infinite, parametric Markov chains or Markov decision processes we hope to benefit from these recent
5. Conclusion and future work

developments. Possibly they could be applied to learn invariants for interesting subclasses of pGCL programs.
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A. Operational versus Weakest Precondition Semantics for the Probabilistic Guarded Command Language

Together with our paper in Appendix B, this paper forms the basis of Chapter 4.
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Abstract—This paper proposes a simple operational semantics of pGCL, Dijkstra's guarded command language extended with probabilistic choice, and relates this to pGCL’s wp-semantics by McIver and Morgan. Parameterised Markov decision processes parameterised by a pMDP. In order to establish this connection we equip pMDPs with state rewards that correspond to the value of the post-expectation. All other states are assigned reward zero. We then show that the weakest precondition semantics by McIver and Morgan [10] generalised the methods of Dijkstra and Hoare to probabilistic programs by making the annotations real-valued expressions —referred to as expectations— in the program variables. Expectations are the quantitative analogue of predicates. This yields an expectation transformer semantics of the probabilistic guarded command language (pGCL, for short), an extension of Dijkstra’s language with a probabilistic choice operator. An expectation transformer is a total function between two expectations on the state of a program. The expectation transformer wlp(P, f) for pGCL-program P and post-expectation f over final states yields the least expected value e on P’s initial state ensuring that P’s execution terminates with a value f. The annotation {e}P{f} holds for total correctness if and only if e ≤ wlp(P, f), where ≤ is to be interpreted in a point-wise manner. The weakest liberal pre-expectation wp(P, f) yields the least expectation for which P either does not terminate or establishes f. It does not ensure termination and corresponds to Hoare logic in partial correctness. Although providing an operational semantics for the guarded command language is rather straightforward, it lasted until the early nineties until Lkukien [8], [9] provided a formal connection between the predicate transformer semantics and the notion of a computation.

I. INTRODUCTION

Formal semantics of programming languages has been the subject of intense research in computer science for several decades. Several approaches have been developed for the description of program semantics. Structured operational semantics defines the meaning of a program by means of an abstract machine where states correspond to program configurations (typically consisting of a program counter and a variable valuation) and transitions model the evolution of a program by executing statements. Program executions are then the possible runs of the abstract machine. Denotational semantics maps a program onto a mathematical object that describes for instance its input-output behaviour. Finally, axiomatic semantics provides the program semantics in an indirect manner by describing its properties. A prominent example of the latter are Hoare triples in which annotations, written in predicate logic, are associated to control points of the program.

The semantics of Dijkstra’s seminal guarded command language [2] from the seventies is given in terms of weakest preconditions. It is in fact a predicate transformer semantics that is a total function between two predicates on the state of a program. The predicate transformer E = wp(P, F) for program P and postcondition F yields the weakest precondition E on the initial state of P ensuring that the execution of P terminates in a final state satisfying F. There is a direct relation with axiomatic semantics: the Hoare triple \{E\}P{F} holds for total correctness if and only if E ⇒ wp(P, F). The weakest liberal precondition wlp(P, F) yields the weakest precondition for which P either does not terminate or establishes F. It does not ensure termination and corresponds

This research has been funded by the DFG Research Training Group 1298 (AlgoSyn), the EU FP7 Project CARP (Correct and Efficient Accelerator Programming), and the Australian Research Council DP1092464.
expectation of a pGCL-program $P$ w.r.t. a post-expectation corresponds to the expected cumulative reward to reach a terminal state in the pMDP associated to $P$. In a similar way, we show that weakest liberal pre-expectations correspond to liberal expected cumulative rewards. The proofs are by induction on the structure of our probabilistic programs. This paper thus yields a computational view on the expectation transformer semantics of probabilistic programs using first principles of Markov decision processes.

A. Structure of this paper.

The rest of the paper is divided as follows. In Sect. II we introduce the probabilistic programming language pGCL. Parametric Markov decision processes with rewards are introduced in Sect. III. Section IV recaps the denotational semantics of pGCL [10] and introduces operational semantics for this language. Then the main result is established, namely that the two semantics are equivalent. Finally, Sect. V provides reduced in Sect. III. Section IV recaps the denotational semantics of pMDP programs, pGCL programs, and like pMDP with rewards are introduced in Sect. III. Section IV recaps the denotational semantics of pGCL [10] and introduces operational semantics for this language. Then the main result is established, namely that the two semantics are equivalent. Finally, Sect. V provides

II. PROBABILISTIC PROGRAMS

Our input language pGCL [10] is an extension of Dijkstra’s guarded command language [2]. Besides a non-deterministic choice operator, denoted $\cdot$, and a conditional choice, it incorporates a probabilistic choice operator, denoted $[p]$, where $p$ is a real parameter (or constant) that which variables lie in the range $[0, 1]$. pGCL is a language to model sequential programs containing randomized assignments. For instance, the assignment $(x := 2 \cdot x \ 0.75 x := x + 1)$ doubles the value of $x$ with probability $\frac{3}{4}$ and increments it by one with the remaining probability $\frac{1}{4}$.

Definition 1. (Syntax of pGCL) Let $P, P_1, P_2$ be pGCL-programs, $p$ a probability variable, $x$ a program variable, $E$ an expression, and $G$ a Boolean expression. The syntax of a pGCL program $P$ adheres to the following grammar:

- skip $|$ abort $| \ x ::= \ E \ | \ P_1; P_2 | \ P_1 \ | \ P_2 | \ P_1 [p] P_2 | \ if(G) P_1 \ else P_2 | \ while(G) P_2$.

skip stands for the empty statement, abort for abortion, and $x ::= E$ for an assignment of the value of expression $E$ (over the program variables) to variable $x$. The sequentially composed program $P_1; P_2$ behaves like $P_1$ and subsequently like $P_2$ on the successful termination of $P_1$. The statement $P_1 \ | \ P_2$ denotes a non-deterministic choice; it behaves like either $P_1$ or $P_2$. The statement $P_1 [p] P_2$ denotes a probabilistic choice. It behaves like $P_1$ with probability $p$ and like $P_2$ with probability $1−p$. The remaining two statements are standard: conditional choice and while-loop. Throughout this paper, we assume that pGCL-programs are well-typed. This entails that for assignments of the form $x ::= E$ we assume that $x$ and $E$ are of the same type. In a similar way, we assume $G$ to denote a Boolean expression and variable $p$ to denote a probability in the real interval $[0, 1]$.

Example 2. (Dueling cowboys [10]) The pGCL program in Lst. 1 models the following situation: There are two cowboys, A and B, who are fighting a classical duel. They take turns, shooting at each other until one of them is hit. If A (resp. B) shoots then he hits B (resp. A) with probability $a$ (resp. $b$). We assume that either cowboy A or B is allowed to start; the choice of who will start is resolved nondeterministically. Variable $t$ keeps track of the turns, while $c$ determines whether the duel continues or someone is hit. Note that it is a distinctive feature that we do not have to specify exact probabilities and instead allow arbitrary parameters.

III. MARKOV DECISION PROCESSES

This section introduces the basics of MDPs enriched with state rewards. We first recall the definition of an MDP with a countable state space and define elementary notions such as paths and policies. Subsequently, we introduce reward- MDPs in which states are equipped with an integer reward and focus on reachability objectives, in particular (liberal) expected cumulative rewards to reach a set of states. These measures are later shown to closely correspond to weakest pre-condition semantics of pGCL-programs.

A. Preliminaries

Let $X$ be a finite set of real-valued variables, and $V(X)$ denote the set of expressions over $X$.

Definition 3. (Parametric distribution) A parametric distribution $\mu$ is a function that maps states to probabilities. The probabilities are real values in $[0, 1]$ or expressions over $X$:

$$\mu: S \rightarrow V(X) \quad \text{with} \quad \sum_{s \in S} \mu(s) = 1.$$ 

Example 4. (Parametric distribution) Consider $S = \{s_0, s_1, s_2\}$. Then a parametric distribution $\mu$ might be:

$$\mu(s_0) = p, \mu(s_1) = 1−p \quad \text{and} \quad \mu(s_2) = 0 \quad \text{where} \quad p \in [0, 1].$$

Just note that $p$ is a symbol and not an explicit number like 0.4.

Definition 5. (Markov decision process) An MDP $\mathcal{M}$ is a tuple $(S, S_0, \rightarrow, \cdot)$ where $S$ is a countable set of states with

```
1 int cowboyDuel(a, b) {
2   // 0 < a, b < 1
3   (t := A | t := B);
4   // decide who starts
5   c := 1;
6   while (c - 1) {
7     if (t = A) {
8       (c := 0 [a] t := B);
9     } else {
10       (c := 0 [b] t := A);
11     }
12   }
13   return t; // the survivor
```

Listing 1. The duelling cowboys, cf. [10].
initial state-set $S_0 \subseteq S$ where $S_0 \neq \emptyset$, and $\rightarrow \subseteq S \times \mathcal{D}(S)$ is a transition relation from a state to a set of distributions over states.

Let $s \to \mu$ denote $(s,\mu) \in \rightarrow$ and $s \to t$ denote $s \to \mu$ with $\mu(t) = 1$. We define $\text{Dist}(s) = \{ \mu \mid s \to \mu \}$ to be the set of enabled distributions in state $s$. The intuitive operational behavior of an MDP $M$ is as follows. First, non-deterministically select some initial state $s_0 \in S_0$. In state $s$ with $\text{Dist}(s) \neq \emptyset$, non-deterministically select $\mu \in \text{Dist}(s)$. The next state $t$ is randomly assigned with probability $\mu(t)$. If $\text{Dist}(t) = \emptyset$, exit; otherwise continue as for state $s$.

Our MDPs are called parametric because the underlying distributions are parametric.

**Remark 6. (Finite support)** In the context of this paper we are only interested in finitely branching Markov decision processes. This means that every state has finitely many successor states. Therefore $|\text{Dist}(s)| < \infty$ for all $s \in S$ and all distributions are assumed to have finite support.

A path of MDP $M$ is a maximal alternating sequence $\pi = s_0 \xrightarrow{\mu_0} s_1 \xrightarrow{\mu_1} \ldots$ such that $\mu_i(s_{i+1}) > 0$ for all $i \geq 0$. As any path is a maximal sequence, it is either infinite or ends in state $s$ with $\text{Dist}(s) = \emptyset$. Reasoning about probabilities on sets of paths of an MDP relies on the resolution of non-determinism. This resolution is performed by a policy$^1$ that selects one of the enabled distributions in a state. Whereas in general a policy may base its decision in state $s$ on the path fragment from $s_0$ to $s$, it suffices in the context of this paper to consider positional policies.

**Definition 7. (Positional policy)** Function $\mathcal{P} : S \to \mathcal{D}(S)$ is a positional policy for MDP $M = (S, S_0, \rightarrow)$ with $\mathcal{P}(s) \in \text{Dist}(s)$ for all $s \in S$.

A positional policy thus selects an enabled distribution based on the current state $s$ only. As in the rest of this paper, we only consider positional policies, we call them simply policies. The path fragment leading to $s$ does not play any role. The path $\pi = s_0 \xrightarrow{\mu_0} s_1 \xrightarrow{\mu_1} \ldots$ is called a $\mathcal{P}$-path if it is induced by the policy $\mathcal{P}$, that is, $\mathcal{P}(s_i) = \mu_i$ for all $i \geq 0$. Let $\text{Paths}^{\mathcal{P}}(s)$ denote the set of $\mathcal{P}$-paths starting from state $s$. A policy of an MDP $M$ induces a Markov chain $M^{\mathcal{P}}$ with the same state space as $M$ and transition probabilities $\mathcal{P}(s_i)(t)$ for states $s$ and $t$. For finite path fragment $\tilde{\pi} = s_0 \xrightarrow{\mu_0} s_1 \xrightarrow{\mu_1} \ldots \xrightarrow{\mu_{k-1}} s_k$ of a $\mathcal{P}$-path, let $\mathcal{P}(\tilde{\pi})$ denote the probability of $\tilde{\pi}$ which is defined by $\mu_0(s_1) \times \ldots \times \mu_{k-1}(s_k) = \prod_{i=1}^{k} \mu_i(s_i)$. Let $\mathcal{P}(\Pi)$ denote the probability of the set of paths $\Pi$ under policy $\mathcal{P}$. This probability measure is defined in the standard way using a cylinder set construction on the induced Markov chain $M^{\mathcal{P}}$.[1]

To compare our operational semantics of pGCL with its wp- and wlp-semantics, we use rewards (or, dually costs).

**Definition 8. (MDP with rewards)** An MDP with rewards (also called reward-MDP, or shortly RMDP) is a pair $(M, r)$ with $M$ an MDP with state space $S$ and $r : S \to \mathbb{N}$ a function assigning a natural reward to each state.

Intuitively, the reward $r(s)$ stands for the reward earned on entering state $s$. The cumulative reward of a finite path fragment $s_0 \xrightarrow{\mu_0} s_1 \xrightarrow{\mu_1} \ldots \xrightarrow{\mu_{k-1}} s_k$ is the sum of the rewards in all states that have been visited, i.e., $r(s_0) + \ldots + r(s_k)$ provided $k > 0$, and 0 otherwise.

**Example 9. (RMDP, cumulative reward of a path)**

Assume a policy $\mathcal{P}$ with $\mathcal{P}(s_0) = \mu$. Then $\pi = s_0 \xrightarrow{\mu} s_3$ is a possible path that is taken with probability 0.5 and has cumulative reward $r(\pi) = 17$.

**B. Reachability objectives**

We are interested in reachability events in reward-MDPs. Let $T \subseteq S$ be a set of target states. The event $\Diamond T$ stands for the reachability of some state in $T$, i.e., $\Diamond T$ is the set of paths in MDP $M$ that hit some state $s \in T$. Formally $\Diamond T = \{ \pi \in \text{Paths} \mid \exists i \geq 0. \pi[i] \in T \}$ where $\pi[i]$ denotes the $i$-th state visited along $\pi$. We write $\pi \models \Diamond T$ whenever $\pi$ belongs to $\Diamond T$. It follows by standard arguments that $\Diamond T$ is a measurable event. The cumulative cost for this event is defined as follows.

**Definition 10. (Cumulative cost for reachability)** Let $\pi = s_0 \xrightarrow{\mu_0} s_1 \xrightarrow{\mu_1} \ldots$ be a maximal path in reward-MDP $(M, r)$ and $T \subseteq S$ a set of target states. If $\pi \models \Diamond T$, the cumulative cost along $\pi$ before reaching $T$ is defined by: $r_T(\pi) = r(s_0) + \ldots + r(s_k)$ where $s_i \not\in T$ for all $i < k$ and $s_k \in T$. If $\pi \not\models \Diamond T$, then $r_T(\pi) = 0$.

Stated in words, the cumulative costs for a path $\pi$ to reach $T$ is the cumulative cost of the minimal prefix of $\pi$ satisfying $\Diamond T$. In case $\pi$ never reaches a state in $T$, the cumulative cost is defined to be zero. We denote by $\text{Paths}(s, \Diamond T)$ the set of paths starting in $s$ that eventually reach $T$.

**Definition 11. (Expected reward for reachability)** Let $(M, r)$ be an RMDP with state space $S$ and $T \subseteq S$ and $s \in S$. The minimal expected reward until reaching $T \subseteq S$ from $s \in S$, denoted $\text{ExpRew}^{(M, r)}(s \models \Diamond T)$, is defined by:

$$\min_{\mathcal{P}} \sum_{c=0}^{\infty} c \cdot \mathcal{P}^{\mathcal{P}} \{ \pi \in \text{Paths}^{\mathcal{P}}(s, \Diamond T) \mid r_T(\pi) = c \}.$$ 

The minimal liberal expected reward until reaching $T$ from $s$, with $M$ an MDP with state space $S$ and $r : S \to \mathbb{N}$ a function assigning a natural reward to each state.
denoted $L\operatorname{ExpRew}(M;r)(s \models \Diamond T)$, is defined by:
\[
\min_{P} \left\{ \sum_{c=0}^{\infty} c \cdot Pr_{P}\{ \pi \in \text{Paths}_{P}(s, \Diamond T) \mid r_{T}(\pi) = c \} + Pr_{P}(s \not\models \Diamond T) \right\}.
\]

We leave away the superscript when the underlying model is clear from context.

The expected reward in $s$ to reach some state in $T$ is the expected cumulative cost over all paths (reaching $T$) induced under a demonic policy. The motivation to consider a demonic and not an angelic policy becomes clear further on in this paper, and has a direct relation with the notion of weakest pre-expectation. Note that in case $T$ is not reachable from $s$ under a demonic policy, $\operatorname{ExpRew}(s \models \Diamond T) = 0$. $L\operatorname{ExpRew}(s \models \Diamond T)$ is the expected reward to reach $T$ or never reach it from $s$. In case there is no policy under which $T$ can be reached from $s$, we have that $L\operatorname{ExpRew}(s \models \Diamond T) = 1$. Note that $\operatorname{ExpRew}$ and $L\operatorname{ExpRew}$ coincide if $T$ is reached with probability 1. For finite MDPs without parameters, expected and liberal expected rewards for reachability objectives can be obtained by solving a linear programming problem. A detailed description is outside the scope of this paper; its analogue for Markov chains is fully described in [1, Ch. 10.5].

**Example 12. (Expected rewards)**

Let $T = \{s_{2}, s_{3}\}$. Then $\operatorname{ExpRew}(s_{0} \models \Diamond T) = \min\{2, \frac{50}{9}\} = 2$. And $L\operatorname{ExpRew}(s_{0} \models \Diamond T) = \min\{2.5, 10\} = 2.5$. ■

**IV. pGCL semantics**

This section describes an expectation transformer semantics of pGCL, as well as an operational semantics using MDPs. The main result of this section is a formal connection between these two semantics.

**A. Denotational Semantics**

When probabilistic programs are executed they determine a probability distribution over final values of program variables. For instance, on termination of
\[
(x := 1 \mid \{0.75\}; x := 2);
\]
the final value of $x$ is 1 with probability $\frac{3}{4}$ or 2 with probability $\frac{1}{4}$. An alternative way to characterise that probabilistic behaviour is to consider the expected values over random variables with respect to that distribution. For example, to determine the probability that $x$ is set to 1, we can compute the expected value of the random variable “$x$ is 1” which is $\frac{3}{4} \cdot 1 + \frac{1}{4} \cdot 0 = \frac{3}{4}$. Similarly, to determine the average value of $x$, we compute the expected value of the random variable “$x$” which is $\frac{3}{4} \cdot 1 + \frac{1}{4} \cdot 2 = \frac{5}{4}$.

More generally, rather than a distribution-centred approach, we take an “expectation transformer” [10] approach. We annotate probabilistic programs with expectations, cf. [10]. Expectations are functions which map program states to real values. They are the quantitative analogue to Hoare’s predicates for non-probabilistic programs. An expectation transformer is a total function between two expectations on the state of a program. The transformer $wp(P, f)$ for program $P$ and post-expectation $f$ yields the least expected value $e$ on $P$’s initial state ensuring that $P$’s execution terminates with a value $f$. Annotation $\{e\} P \{f\}$ holds for total correctness if and only if $e \leq wp(P, f)$ where $\leq$ is to be interpreted in a point-wise manner. Intuitively, implication between predicates is generalised to pointwise inequality between expectations.

For convenience we use square brackets to link boolean truth values to numbers and by convention $[true] = 1$ and $[false] = 0$.

**Definition 13. (wp-semantics of pGCL)** Let $P$ and $Q$ be pGCL-programs, $f$ a post-expectation, $x$ a program variable, $E$ an expression, and $G$ a Boolean expression. The wp-semantics of a program is defined by structural induction follows:

- $wp(\text{skip}, f) = f$
- $wp(\text{abort}, f) = 0$
- $wp(x := E, f) = f[x := E]$
- $wp(P; Q, f) = wp(P, wp(Q, f))$
- $wp(\text{if}(G)\{P\} \text{else}\{Q\}, f) = [G] \cdot wp(P, f) + [\neg G] \cdot wp(Q, f)$
- $wp(P[] Q, f) = \min(wp(P, f), wp(Q, f))$
- $wp(\text{while}(G)\{P\}, f) = \mu X. ([G] \cdot wp(P, X) + [\neg G] \cdot f)$

Here $\mu$ is the least fixed point operator w.r.t. the ordering $\leq$ on expectations. ■

If program $P$ does not contain a probabilistic choice, then this $wp$ is isomorphic to Dijkstra’s wp [10]. A weakest liberal pre-expectation $wp(P, f)$ yields the least expectation for which $P$ either does not terminate or establishes $f$.

**Definition 14. (wlp-semantics of pGCL)** wp-semantics differs from wp-semantics only for while and abort:

- $wp(\text{abort}, f) = 1$
- $wp(\text{while}(G)\{P\}, f) = \nu X. ([G] \cdot wp(P, X) + [\neg G] \cdot f)$

Here $\nu$ is the greatest fixed point operator w.r.t. the ordering $\leq$ on expectations. ■

So the difference between wp and wlp is lies in the handling non-termination. As for $\operatorname{ExpRew}$ and $L\operatorname{ExpRew}$ the expectation transformers wp and wlp coincide for programs that terminate with probability 1.

**Example 15. (Application of wlp-semantics)** Consider again the duelling cowboys example. Assume we are given
the post-expectation:
\[ f = [t = A \land c = 0] \cdot \frac{a}{a + b - ab} + [t = B \land c = 1] \cdot \frac{(1-b)a}{a + b - ab} \cdot a + b - ab + [t = B \land c = 1] \cdot (1 - b)a . \]

Let us compute the weakest liberal pre-expectation of the loop body from Lst. 1 w.r.t. the post-expectation \( f \). This yields:

\[
\text{wlp}(\text{if}(t = A)\{c := 0[a] t := B;\} ; f) = [t = A] \cdot \text{wlp}((c := 0[a] t := B), f) + [t \neq A] \cdot \text{wlp}((c := 0[b] t := A), f) = [t = A] \cdot (a \cdot \text{wlp}(c := 0[a], f) + (1-a) \cdot \text{wlp}(t := B, f)) + [t \neq A] \cdot (b \cdot \text{wlp}(c := 0, f) + (1-b) \cdot \text{wlp}(t := A, f)) = [t = A \land c \neq 1] \cdot a + [t = A \land c = 1] \cdot \frac{a}{a + b - ab} + [t \neq A \land c = 0] \cdot (1-b) + [t \neq A \land c = 1] \cdot \frac{(1-b)a}{a + b - ab} \]

The result of this example will be used in Sect. V.

**Remark 16.**  (Expectations are bounded) Reasoning within denotational semantics requires a lower and upper bound on expectations. In [10] expectations are defined to be non-negative with 0 as the least element and 1 as the maximum. We just note that these bounds can be altered or even given up provided that the program at hand has certain properties - the discussion of details is beyond this work. In the following we stick to the original definitions with bounds 0 and 1.

**B. Operational Semantics**

Our aim is to model the stepwise behaviour of a pGCL-program \( P \) by an MDP denoted \( \mathcal{M}[P] \). This MDP represents the operational interpretation of the program \( P \) and intuitively acts as an abstract machine for \( P \). This is done as follows. Let \( \eta \) be a variable valuation of the program variables. That is, \( \eta \) is a mapping from the program variables onto their (possibly infinite) domains. For variable \( x \), \( \eta(x) \) denotes the value of \( x \) under \( \eta \). For expression \( E \), let \( \lfloor E \rfloor_\eta \) denote the valuation of \( E \) under valuation \( \eta \). This is defined in the standard way, e.g., for \( E = 2 \times x + y \) with \( \eta(x) = 3 \) and \( \eta(y) = 7 \), we have \( \lfloor E \rfloor_\eta = 2 \times \eta(x) + \eta(y) = 13 \). We use the distinguished semantic construct exit to denote the successful termination of a program. States in the MDP are of the form \( \langle Q, \eta \rangle \) with \( Q \) a pGCL-statement or \( Q = \text{exit} \) and \( \eta \) a variable valuation. For instance, the execution of the assignment \( x := 2 \times x + y \) under evaluation \( \eta \) with \( \eta(x) = 3 \) and \( \eta(y) = 7 \) results in the state \( \langle \text{exit}, \eta' \rangle \) where \( \eta' \) is the same as \( \eta \) except that \( \eta'(x) = 13 \). Initial states of program \( P \) are tuples \( \langle P, \eta \rangle \) where \( \eta \) maps any variable onto an arbitrary value.

**Definition 17.**  (Operational semantics of pGCL) The operational semantics of pGCL-program \( P \), denoted \( \mathcal{M}[P] \), is the MDP \((S, S_0, \rightarrow)\) where:

- \( S \) is the set of pairs \( \langle Q, \eta \rangle \) with \( Q \) a pGCL-program or \( Q = \text{exit} \) and \( \eta \) is a variable valuation of the variables occurring in \( P \).
- \( S_0 = \{ \langle P, \eta \rangle \} \) where \( \eta \) maps every variable in \( P \) to an arbitrary value, and
- \( \rightarrow \) is the smallest relation that is induced by the inference rules in Table I.

**Example 18.**  (Operational semantics) Figure 1 depicts the MDP underlying the cowboy example. This MDP is parameterized with parameters \( a \) and \( b \) but has a finite state space. A slight adaptation of our example program in which we keep track of the number of shots before one of the cowboys dies, yields an MDP with infinitely many states. The support of any distribution in this MDP is finite however.

Let \( P^\land \) denote the set of states in MDP \( \mathcal{M}[P] \) of the form \( \langle \text{exit}, \eta \rangle \) for arbitrary variable valuation \( \eta \). Note that states in \( P^\land \) represent the successful termination of \( P \). If \( P^\land = \emptyset \), program \( P \) diverges under all possible policies.

**Definition 19.**  (Reward-MDP of a pGCL-program) Let \( P \) be a pGCL-program and \( f \) a post-expectation for \( P \). The reward-MDP associated to \( P \) and \( f \) is defined as \( R_f[P] = \)

**TABLE I**

<table>
<thead>
<tr>
<th>Inference rules for pGCL programs</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \langle \text{skip}, \eta \rangle \rightarrow \langle \text{exit}, \eta \rangle )</td>
</tr>
<tr>
<td>( \langle \text{abort}, \eta \rangle \rightarrow \langle \text{abort}, \eta \rangle )</td>
</tr>
<tr>
<td>( \langle x := \text{expr}, \eta \rangle \rightarrow \langle \text{exit}, \eta[x := \lfloor \text{expr} \rfloor_\eta] \rangle )</td>
</tr>
<tr>
<td>( \langle P; \eta \rangle \rightarrow \mu ) with ( \nu((P'; \eta')) = \mu((P', \eta')) )</td>
</tr>
<tr>
<td>( \text{where exit}; Q = \eta )</td>
</tr>
<tr>
<td>( \langle P \cup Q, \eta \rangle \rightarrow \langle P, \eta \rangle )</td>
</tr>
<tr>
<td>( \langle P \cup Q, \eta \rangle \rightarrow \langle Q, \eta \rangle )</td>
</tr>
</tbody>
</table>

- \( \eta \models G \) if \( (G; \{P\}) \text{ else } \{Q, \eta\} \rightarrow \langle P, \eta \rangle \)
- \( \eta \not\models G \) if \( (G; \{P\}) \text{ else } \{Q, \eta\} \rightarrow \langle Q, \eta \rangle \)
- \( \eta \models G \) if \( \langle \text{while}(G); \{P\}, \eta \rangle \rightarrow \langle P; \text{while}(G); \{P\}, \eta \rangle \)
- \( \eta \not\models G \) if \( \langle \text{while}(G); \{P\}, \eta \rangle \rightarrow \langle \text{exit}, \eta \rangle \)
\begin{align*}
\langle \mathcal{M}[P], r \rangle & \text{ with } \mathcal{M}[P] \text{ the MDP of } P \text{ as defined before and}\n\text{reward function } r \text{ defined by } r(s) = f(\eta) \text{ if } s = \langle \text{exit}, \eta \rangle \in P^\forall \text{ and } r(s) = 0 \text{ otherwise.}
\end{align*}

Note that we use a special reward structure: only terminal states are assigned a reward which is not necessarily 0. All other states have a zero reward. This property allows us to rewrite the definition of expected rewards as follows.

**Lemma 20. (Characterizing expected rewards)**

For pGCL program $P$ and variable valuation $\eta$, we have:

\[
\text{ExpRew}^{R^1\langle P \rangle}(\langle P, \eta \rangle \models \Diamond P^\forall) = \min_{\mathcal{P}} \sum_{\pi \in \text{Paths}_{\mathcal{P}}(s, \Diamond T)} P(\pi) \cdot r_{P^\forall}(\pi),
\]

where $\text{Paths}_{\mathcal{P}}(s, \Diamond T)$ is the set containing all finite paths of the form $s_0 \ldots s_k$ with $s_0 = s, s_k \in T$ and $s_i \notin T$ for all $0 \leq i < k$ that adhere to the policy $\mathcal{P}$.

**Proof:** Let $T = P^\forall$ for pGCL program $P$. The proof has two ingredients. First, we observe that a path which fails to reach a final state has reward 0 according to the wp semantics of abort. Secondly, in a finitely-branching MDP with countably many states there are “only” countably many paths that reach any given set. Consider the definition of expected reward:

\[
\min_{\mathcal{P}} \sum_{c=0}^{\infty} c \cdot P(\langle \pi, \Diamond T \rangle | r_T(\pi) = c).
\]

Given that $P_T(\pi \models \Diamond T) = P(\pi)$ where prefix $\pi$ of $\pi$ is minimal and ends in $T$, the above term equals:

\[
\min_{\mathcal{P}} \sum_{c=0}^{\infty} c \cdot P(\pi \models \Diamond T | r_T(\pi) = c).
\]

As $\mathcal{M}[P]$ is a finitely branching MC, there are countably many $\pi$ for each reward $c$. This yields:

\[
\min_{\mathcal{P}} \sum_{\pi \in \text{Paths}_{\mathcal{P}}(s, T)} P(\pi) \cdot r_T(\pi) = f(\eta) \cdot \sum_{\pi \models \langle \text{exit}, \eta \rangle} 1 = f(\eta).
\]

We use this fact in our proofs later on.

**Remark 21. (Real valued rewards)** Lemma 20 provides a straight-forward way to calculate expected rewards when the rewards are real valued instead of just integer. This is because the summation runs not over the possible cumulative rewards (of which there are uncountably many in the case of real valued rewards) but over the possible paths that reach an exit state. In the following we stay with integer rewards as introduced earlier but bear in mind that Theorems 23 and 24 also hold for real valued post-expectations.

Analogously we obtain:

**Lemma 22. (Characterizing liberal expected rewards)**

For pGCL program $P$ and variable valuation $\eta$, we have:

\[
\text{ExpRew}^{R_{lib}\langle P \rangle}(\langle P, \eta \rangle \models \Diamond P^\forall) = \min_{\mathcal{P}} \sum_{\pi \in \text{Paths}_{\mathcal{P}}(s, \Diamond P^\forall)} P(\pi) \cdot r_{P^\forall}(\pi) + P^\forall(\langle P, \eta \rangle \models \Diamond P^\forall).
\]

**Proof:** Follows immediately from Lemma 20.

**C. Main Results**

This brings us at a position to present our main results of this paper: a formal relationship between the wp-semantics of pGCL-program $P$ and its operational semantics in terms of a reward-MDP, and similiar for the wp-semantics. We first consider the wp-semantics.

**Theorem 23. (Operational vs. wp-semantics)** For pGCL-program $P$, variable valuation $\eta$, and post-expectation $f$:

\[
wp(P, f)(\eta) = \text{ExpRew}^{R_{lib}\langle P \rangle}(\langle P, \eta \rangle \models \Diamond P^\forall).
\]

**Proof:** By structural induction over the pGCL program $P$.

For the sake of convenience, let $\text{Paths}(P^\forall, \eta, c)$ denote the set

\[
\{ \pi \in \text{Paths}(P, \eta, \Diamond P^\forall) \mid r_{P^\forall}(\pi) = c \}.
\]

Furthermore we write paths as sequences of states and leave out the distribution in between each pair of states because it is obvious. Induction base:

- For $P = \text{skip}$ we derive:

\[
\text{ExpRew}^{R_{lib}\langle \text{skip} \rangle}(\langle \text{skip}, \eta \rangle \models \Diamond \text{skip}^\forall) = \min_{\mathcal{P}} \sum_{c=0}^{\infty} c \cdot P^\forall(\pi \models \langle \text{skip}, \eta \rangle, \langle \text{exit}, \eta \rangle | r_{\text{skip}^\forall}(\pi) = f(\eta)) = f(\eta) \cdot 1 = f(\eta) = wp(\text{skip}, f)(\eta).
\]
• For $P = \text{abort}$ we derive:
\[
\begin{align*}
\text{ExpRew}^{R_f \downarrow \text{abort}}(\langle \text{abort}, \eta \rangle \models \Diamond \text{abort}) &= \min_P \sum_{c=0}^{\infty} c \cdot \Pr^P(\text{Paths}^P(\text{abort}^\vee, \eta, c)) \\
&= 0 \\
&= \wp(\text{abort}, f)(\eta)
\end{align*}
\]
as there is no path starting from $\langle \text{abort}, \eta \rangle$ that reaches an exit-state.

• Let $P$ be the assignment $x := E$. For this case, we have:
\[
\begin{align*}
\text{ExpRew}^{R_f \downarrow E^x}(\langle x := E, \eta \rangle \models \Diamond x := E^\vee) &= \min_P \sum_{c=0}^{\infty} c \cdot \Pr^P(\text{Paths}^P(x := E^\vee, \eta, c)) \\
&= f(\eta[x/E]) \cdot \Pr\{ \pi = \langle x := E, \eta \langle \text{exit}, \eta[x/E]\rangle \mid r_{x := E^\vee}(\pi) = f(\eta[x/E]) \} \\
&= f(\eta[x/E]) \cdot 1 \\
&= f(\eta[x/E]) \\
&= \wp(x := E, f)(\eta).
\end{align*}
\]
Induction hypothesis: assume
\[
\wp(P, f)(\eta) = \text{ExpRew}^{R_f \downarrow P}(\langle P, \eta \rangle \models \Diamond P^\vee).
\]
Induction step:

• Consider the probabilistic choice $P \parallel Q$ (this also covers conditional choice since it can be written as $P[G\{Q\}]$):
\[
\begin{align*}
\text{ExpRew}^{R_f \downarrow P \parallel Q}(\langle P \parallel Q, \eta \rangle \models \Diamond (P \parallel Q)^\vee) &= \min_P \sum_{c=0}^{\infty} c \cdot \Pr^P(\text{Paths}^P((P \parallel Q)^\vee, \eta, c)) \\
&= \min_P \sum_{c=0}^{\infty} c \cdot p \cdot \Pr^P(\text{Paths}^P(P^\vee, \eta, c)) \\
&\quad + \sum_{c=0}^{\infty} c \cdot (1 - p) \cdot \Pr^P(\text{Paths}^P(Q^\vee, \eta, c)) \\
&\leq p \cdot \min_{P_1} \sum_{c=0}^{\infty} c \cdot \Pr^{P_1}(\text{Paths}^P_1(P^\vee, \eta, c)) \\
&\quad + (1 - p) \cdot \min_{P_2} \sum_{c=0}^{\infty} c \cdot \Pr^{P_2}(\text{Paths}^P_2(Q^\vee, \eta, c)) \\
&= p \cdot \text{ExpRew}^{R_f \downarrow P^1}(\langle P, \eta \rangle \models \Diamond P^\vee) \\
&\quad + (1 - p) \cdot \text{ExpRew}^{R_f \downarrow Q^1}(\langle Q, \eta \rangle \models \Diamond Q^\vee) \\
&\overset{IH}{=} \wp(P, f)(\eta) + (1 - p) \cdot \wp(Q, f)(\eta) \\
&= \wp(P \parallel Q, f)(\eta).
\end{align*}
\]
In $*$ we use the fact that the policy for paths starting in $\langle P, \eta \rangle$ is independent of the policy for paths starting in $\langle Q, \eta \rangle$.

• Consider the non-deterministic choice $P \parallel Q$:
\[
\begin{align*}
\text{ExpRew}^{R_f \downarrow P \parallel Q}(\langle P \parallel Q, \eta \rangle \models \Diamond (P \parallel Q)^\vee) &= \min_P \sum_{c=0}^{\infty} c \cdot \Pr^P(\text{Paths}^P((P \parallel Q)^\vee, \eta, c)) \\
&= \min_P \left\{ \min_{Q} \sum_{c=0}^{\infty} c \cdot \Pr^Q(\text{Paths}^Q(P^\vee, \eta, c)) \right\} \\
&= \min_P \left\{ \min_{Q} \sum_{c=0}^{\infty} c \cdot \Pr^Q(\text{Paths}^Q(Q^\vee, \eta, c)) \right\} \\
&= \min_P \text{ExpRew}^{R_f \downarrow P^1}(\langle P, \eta \rangle \models \Diamond P^\vee) \\
&\quad \text{ExpRew}^{R_f \downarrow Q^1}(\langle Q, \eta \rangle \models \Diamond Q^\vee) \\
&\overset{IH}{=} \min_P \{ \wp(P, f), \wp(Q, f) \}(\eta) \\
&= \wp(P \parallel Q, f)(\eta).
\end{align*}
\]

• Consider the sequential composition $P ; Q$:
\[
\begin{align*}
\text{ExpRew}^{R_f \downarrow P ; Q}(\langle P ; Q, \eta \rangle \models \Diamond (P ; Q)^\vee) &= \min_P \sum_{c=0}^{\infty} c \cdot \Pr^P(\text{Paths}^P((P ; Q)^\vee, \eta, c)) \\
&= \min_P \sum_{c=0}^{\infty} c \cdot \Pr^P(\text{Paths}^P(P^\vee, \eta, c)) \\
&\quad + \sum_{c=0}^{\infty} c \cdot \Pr^P(\text{Paths}^P(Q^\vee, \eta, c)) \\
&\leq \min_P \sum_{c=0}^{\infty} c \cdot \Pr^P(\text{Paths}^P(P^\vee, \eta, c)) \\
&\quad + \sum_{c=0}^{\infty} c \cdot \Pr^P(\text{Paths}^P(Q^\vee, \eta, c)) \\
&= \text{ExpRew}^{R_f \downarrow P^1}(\langle P, \eta \rangle \models \Diamond P^\vee) \\
&\quad \text{ExpRew}^{R_f \downarrow Q^1}(\langle Q, \eta \rangle \models \Diamond Q^\vee) \\
&\overset{IH}{=} \wp(P ; Q, f)(\eta) \\
&= \wp(P ; Q, f)(\eta).
\end{align*}
\]
In $*$ we rewrite each single path into a prefix which corresponds to the execution of $P$ and all possible continuations according to $Q$. Then we can compute the expected reward $r_\eta$ of $Q$ and use this as an intermediate result to compute the expected reward of the sequential composition.

• Consider the loop while($G\{P\}$): This case is proven by induction on the number of iterations that a while-loop performs. Let the bounded while-loop for $k > 0$ be:
\[
(\text{while}(G\{P\})^k) = \text{if}(G\{P\}; (\text{while}(G\{P\})^k) \text{ else } \text{skip})
\]
where the base case is $\text{while}(G\{P\})^0 = \text{abort}$. We will show for every $k$ that
\[
\begin{align*}
\wp(\text{while}(G\{P\})^k, f)(\eta) &= \text{ExpRew}^{R_f \downarrow \text{while}(G\{P\})^k}(\langle \eta \rangle) \\
&\overset{1}{=} \text{ExpRew}^{R_f \downarrow \text{while}(G\{P\})^{k+1}}(\langle \eta \rangle).
\end{align*}
\]

Observe that
\[ \text{wp}((\text{while}(G)\{P\})^{k+1}, f)(\eta) \geq \text{wp}((\text{while}(G)\{P\})^{k}, f)(\eta) . \]

From the fixpoint theorem 3 in [7] we know that the more iterations the bounded while loop is allowed to perform the closer it approximates the fixpoint given in Def. 13. Formally this means
\[ \lim_{k \to \infty} \text{wp}((\text{while}(G)\{P\})^{k}, f)(\eta) = \text{wp}(\text{while}(G)\{P\}, f)(\eta) . \]

From (1) it follows that for every \( k \), ExpRew behaves identically to wp. Thus with (2) it follows that
\[ \text{wp}((\text{while}(G)\{P\}), f)(\eta) = \text{ExpRew}^{R_1(L)}(\text{while}(G)\{P\})(\eta). \]

It remains to prove (1). This is done by induction on \( k \).

Base case (\( k = 0 \)):
\[ \text{wp}((\text{while}(G)\{P\})^{0}, f)(\eta) = \text{wp}(\text{abort}, f)(\eta) \]
\[ \leq \text{ExpRew}^{R_1(L)}(\text{while}(G)\{P\})(\eta) \]
\[ = \text{ExpRew}^{R_1(L)}(\text{while}(G)\{P\})(\eta). \]

(*) was already shown earlier in the case abort.

Induction hypothesis: equation (1) holds for some unspecified but fixed value of \( k \).

Induction step:
\[ \text{wp}((\text{while}(G)\{P\})^{k+1}, f)(\eta) = \text{wp}(\text{if}(G)\{P; (\text{while}(G)\{P\})^{k}\} \text{else} \{\text{skip}\}, f)(\eta) \]
\[ = [G] \cdot \text{wp}(P; (\text{while}(G)\{P\})^{k}) + [\neg G] \cdot \text{wp}(\text{skip}, f)(\eta) \]
\[ \leq [G] \cdot \text{ExpRew}^{R_1(L)}(P; (\text{while}(G)\{P\})^{k})(\eta) \]
\[ + [\neg G] \cdot \text{ExpRew}^{R_1(L)}(\text{skip})(\eta) \]
\[ = \text{ExpRew}^{R_1(L)}(\text{if}(G)\{P; (\text{while}(G)\{P\})^{k}\} \text{else} \{\text{skip}\})(\eta) \]
\[ = \text{ExpRew}^{R_1(L)}(\text{while}(G)\{P\})^{k+1})(\eta). \]

(*) follows from the induction hypothesis and the previously shown cases for skip and sequential composition.

Thus, wp(\( P, f \)) evaluated at \( \eta \) is the least expected value of \( f \) over any of the result distributions of \( P \).

**Theorem 24. (Operational vs. wp-semantics)** For pGCL-program \( P \), variable valuation \( \eta \), and post-expected value \( f \):
\[ \text{wp}(P, f)(\eta) = \text{ExpRew}^{R_1(L)}(P)(\eta) \models \Diamond P^\not{|}. \]

**Proof:** By structural induction over the pGCL program \( P \) (analogously to the proof of Theorem 23). Due to space limitations we skip the base cases which are rather simple.

Induction hypothesis: assume
\[ \text{wp}(P, f)(\eta) = \text{ExpRew}^{R_1(L)}(P)(\eta) \models \Diamond P^\not{|}. \]

Induction step:
\[ \text{Consider the probabilistic choice } P[p]Q \text{ (again, this covers conditional choice):} \]
\[ \text{ExpRew}^{R_1(L)}(P[p]Q)(\eta) \models \Diamond P^\not{|} \]
\[ = \min_{\Psi} \left( \sum_{c=0}^{\infty} c \cdot Pr^\Psi[(\text{Paths}^\Psi((P[p]Q)^\not{|}, \eta, c))] + Pr^\Psi(s \not{\models} \Diamond (P[p]Q)^\not{|}) \right) \]
\[ = \min_{\Psi} \left( \sum_{c=0}^{\infty} (1-p) \cdot Pr^\Psi[(\text{Paths}^\Psi(Q^\not{|}, \eta, c))] + (1-p) \cdot Pr^\Psi(s \not{\models} \Diamond Q^\not{|}) \right) \]
\[ = p \cdot \text{ExpRew}^{R_1(L)}(P[p]Q)(\eta) \]
\[ = \text{wp}(P[p]Q, f)(\eta) \]
\[ = \text{wp}(P[p]Q, f)(\eta). \]

Consider the non-deterministic choice \( P^{|}:Q \):
\[ \text{ExpRew}^{R_1(L)}(P^{|}:Q)(\eta) \models \Diamond P^\not{|} \]
\[ = \min_{\Psi} \left( \sum_{c=0}^{\infty} c \cdot Pr^\Psi[(\text{Paths}^\Psi((P^{|}Q)^\not{|}, \eta, c))] + Pr^\Psi(s \not{\models} \Diamond (P^{|}Q)^\not{|}) \right) \]
\[ = \min_{\Psi} \left( \sum_{c=0}^{\infty} (1-p) \cdot Pr^\Psi[(\text{Paths}^\Psi(Q^\not{|}, \eta, c))] + (1-p) \cdot Pr^\Psi(s \not{\models} \Diamond Q^\not{|}) \right) \]
\[ = p \cdot \text{ExpRew}^{R_1(L)}(P[p]Q)(\eta) \]
\[ = \text{wp}(P[p]Q, f)(\eta) \]
\[ = \text{wp}(P[p]Q, f)(\eta). \]
Consider the sequential composition $P; Q$:

\[
\text{LExpRew}^{R_1}(P; Q) = \min_{\pi} \left( \sum_{c=0}^{\infty} \Pr^P(\text{Paths}^Q((P; Q)^\vee, \eta, c)) + \Pr^P(s \not\models \Diamond(P; Q)^\vee) \right)
\]

It remains to prove (3). This is done by induction on $k$. Base case ($k = 0$):

\[
\text{wlp}(\text{while}(G)\{P\})^0.f)(\eta) = \text{wlp}(\text{abort}, f)(\eta) \leq \text{LExpRew}^{R_1}(\text{abort})_1(\eta) = \text{LExpRew}^{R_1}(\text{while}(G)\{P\})^0.1(\eta)
\]

(\star) was already shown earlier in the case abort.

Induction hypothesis: equation (3) holds for some unspecified but fixed value of $k$.

Induction step:

\[
\text{wlp}(\text{while}(G)\{P\})^{k+1}.f)(\eta) = \text{wlp}(\text{if}(G)\{P\}; (\text{while}(G)\{P\})^k.\text{else}(\text{skip}), f)(\eta) = [G] \cdot \text{wlp}(\text{while}(G)\{P\})^k + [-G] \cdot \text{wlp}(\text{skip}, f)(\eta) \leq [G] \cdot \text{LExpRew}^{R_1}([P; (\text{while}(G)\{P\})^k]_1(\eta) + [-G] \cdot \text{LExpRew}^{R_1}(\text{skip})_1(\eta) = \text{LExpRew}^{R_1}(\text{if}(G)\{P\}; (\text{while}(G)\{P\})^k.\text{else}(\text{skip})_1(\eta) = \text{LExpRew}^{R_1}(\text{while}(G)\{P\})^{k+1}1(\eta)
\]

(\star) follows from the induction hypothesis and the previously shown cases for skip and sequential composition.

The weakest liberal pre-expectation $\text{wlp}(P, f)$ is thus the least expected value of $f$ over any of the result distributions of $P$ plus the probability that $P$ does not terminate.

**Example 25. (Dueling cowboys.)** Consider again the duelling cowboys example from Lst. 1. Assume we are interested in the probability that cowboy A wins the duel. In terms of the MDP semantics this means we are interested in

\[
\text{LExpRew}^{(M, r)}(\langle 2, *, * \rangle \models \Diamond(M, r)^\vee)
\]

where $M$ is the MDP from Fig. 1 and $r$ is the reward function that indicates whether cowboy A has won or not, i.e.

\[
r(s) = \begin{cases} 
1 & \text{if } s = \langle 11, A, 0 \rangle \\
0 & \text{otherwise}
\end{cases}
\]

Using this we again know that the bounded while loop approximates the fixpoint given in Def. 14 (only this time from above). Formally this means

\[
\lim_{k \to \infty} \text{wlp}(\text{while}(G)\{P\})^k.f)(\eta) = \text{wlp}(\text{while}(G)\{P\}, f)(\eta)
\]

From (3) we know that for every $k$ LExpRew behaves identically to wlp. Thus with (4) it follows that

\[
\text{wlp}(\text{while}(G)\{P\}, f)(\eta) = \text{LExpRew}^{R_1}(\text{while}(G)\{P\})_1(\eta)
\]

Figure 2 visualises this result.

**V. ANALYSIS**

Although the computation of (liberal) expected rewards on MDPs may be numerically involved, it is intuitive in principle. However, pGCL programs will usually have an infinite state space due to the infinite domain of the program variables. It is then not possible to compute the expected reward on the reward model in general. In contrast to this, the denotational
Fig. 2. Probability that A wins the duel, depending on a and b. Bear in mind that this is the least guaranteed probability that A wins. In the worst case (for A) cowboy B will shoot first and therefore as b tends to 1 the plot goes to 0, i.e. cowboy A has no chances. However for smaller values of b the influence of a increases.

semantics do not depend on the underlying state space but on the structure of the program. In this section we show how to determine a pre-expectation using wlp-semantics.

Again let us determine the probability that cowboy A wins the duel. Therefore we choose \([t = A]\) as the post-expectation and want to find \(wlp(\text{cowboyDuel}, [t = A])\). Listing 2 shows the cowboy duelling program with annotations.

Listing 2. The duelling cowboys, annotated with expectations

```plaintext
1 int cowboyDuel(a, b) {
2   \langle \frac{(l-b)a}{a+b-ab} \rangle
3   \min\{\frac{(l-b)a}{a+b-ab}, \frac{(l-b)b}{a+b-ab}\}
4   (t := A [\{1\}] t := B) ;
5   \langle [t = A] \cdot \frac{a}{a+b-ab} + [t = B] \cdot \frac{(l-b)a}{a+b-ab} \rangle
6   c := 1 ;
7   \langle [t = A \land c = 0] \cdot 1 + [t = A \land c = 1] \cdot \frac{a}{a+b-ab}
8     + [t = B \land c = 1] \cdot \frac{(l-b)a}{a+b-ab} \rangle
9   while (c − 1) {
10      \langle [t = A \land c = 1] \cdot \frac{a}{a+b-ab} + [t = B \land c = 1] \cdot \frac{(l-b)a}{a+b-ab} \rangle
11         + [t = B \land c = 0] \cdot (1 - b) + [t = B \land c = 1] \cdot \frac{(l-b)a}{a+b-ab} \rangle
12     if (t = A) {
13         \langle c := 0 [\{a\}] t := B) ;
14       } else {
15         \langle c := 0 [\{b\}] t := A) ;
16     \}
17     \langle [t = A \land c = 0] \cdot 1 + [t = A \land c = 1] \cdot \frac{a}{a+b-ab}
18       + [t = B \land c = 1] \cdot \frac{(l-b)a}{a+b-ab} \rangle
19     \langle [t = A] \rangle
20 return t; // the survivor
21 }
```

The program is annotated backwards according to the rules from Def. 13 (and 14). In line 19 we start with the post-expectation that we are interested in. We finish with the sought probability in line 2. The only non-trivial step is to discover the so-called invariant which appears in line 7 and 16. But let us assume for the moment that it is given. Then all other annotations are obtained by applying the syntactic rules from Def. 13. In particular the calculation from line 16 to line 10 was already shown in Example 15. This means that the analysis can be automatically carried out by a computer once we have found the aforementioned invariant - irrespective of the underlying state space size.

The annotation in line 7 and 16 which we call invariant is an expectation that over-approximates the fixed point solution in Def. 14. More precisely, an annotation \(f \cdot [G]\) is called invariant if

\[
 f \cdot [G] \leq wlp(\text{loop body}, f) .
\]  

In our example, \(f\) is the expectation in line 7, \(G\) is the loop guard \(c = 1\) and \(\text{loop body}\) is the code in lines 11–15. In line 9 the expectation represents \(f \cdot [G]\) and line 10 is \(wlp(\text{loop body}, f)\). Clearly, (5) is satisfied in our example.

The difficulty in reasoning with denotational semantics is to find suitable invariants. The invariant generation process is a topic on its own and beyond the scope of this paper. We refer to [4], [10] for this matter. Our recently developed tool PRINSYS helps the user to find certain kinds of invariants semi-automatically.

VI. Conclusion

This paper provided a formal connection between the expectation transformer semantics of pGCL by McIver and Morgan [10] and a simple operational semantics using (parametric) MDPs. This yields an insightful relationship between semantics used for formal reasoning for probabilistic programs and the notion of a computation in terms of an MDP. Our approach assigns rewards to terminal states (only), and establishes that expected cumulative rewards correspond to wp-semantics. A slight variant of expected rewards yields a connection to the wlp-semantics.

Possible future work is to establish a relation to a denotational semantics in terms of metric spaces, like in [6] or to link our semantics to the seminal work by Kozen [5] where probabilistic programs are interpreted as partial measurable functions on a measurable space.
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Abstract

This paper proposes a simple operational semantics of \textit{pGCL}, Dijkstra’s guarded command language extended with probabilistic choice, and relates this to \textit{pGCL}’s \textit{wp}-semantics by McIver and Morgan. Parametric Markov decision processes whose state rewards depend on the post-expectation at hand are used as the operatinal model. We show that the \textit{weakest pre-expectation} of a \textit{pGCL}-program w.r.t. a post-expectation corresponds to the \textit{expected cumulative reward} to reach a terminal state in the parametric MDP associated to the program. In a similar way, we show a correspondence between weakest \textit{liberal pre-expectations} and \textit{liberal expected cumulative rewards}. The verification of probabilistic programs using \textit{wp}-semantics and operational semantics is illustrated using a simple running example.

\textit{Keywords:} expectation transformer semantics, operational semantics, Markov decision process, expected rewards

1. Introduction

Formal semantics of programming languages has been the subject of intense research in computer science for several decades. Various approaches have been developed for the description of program semantics. Structured operational semantics defines the meaning of a program by means of an abstract machine where states correspond to program configurations (typically consisting of a program counter and a variable valuation) and transitions model the evolution of a program by executing statements. Program executions are then the possible runs of the abstract machine. Denotational semantics maps a program onto a mathematical object that describes for instance its input-output behaviour. Finally, axiomatic semantics provides the program semantics in an indirect manner by describing its properties. A prominent example of the latter are Hoare
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triples in which annotations, written in predicate logic, are associated to control
points of the program.

The semantics of Dijkstra’s seminal guarded command language [1] from
the seventies is given in terms of weakest preconditions. It is in fact a predicate
transformer semantics, i.e. a total function between two predicates on the state
of a program. The predicate transformer \( E = \text{wp}(P, F) \) for program \( P \) and
postcondition \( F \) yields the weakest precondition \( E \) on the initial state of \( P \)
ensuring that the execution of \( P \) terminates in a final state satisfying \( F \). There is
a direct relation with axiomatic semantics: the Hoare triple \( \langle E \rangle P \langle F \rangle \) holds for
total correctness if and only if \( E \Rightarrow \text{wp}(P, F) \). The weakest liberal precondition
\( \text{wlp}(P, F) \) yields the weakest precondition for which \( P \) either does not terminate
or establishes \( F \). It does not ensure termination and corresponds to Hoare logic
in partial correctness. Although providing an operational semantics for the
guarded command language is rather straightforward, it was not until the early
nineties that Lukkien [2, 3] provided a formal connection between the predicate
transformer semantics and the notion of a computation.

Qualitative annotations in predicate calculus are often insufficient for prob-
abilistic programs as they cannot express quantities such as expectations over
program variables. To that end, McIver and Morgan [4] generalised the meth-
ods of Dijkstra and Hoare to probabilistic programs by making the annotations
real-valued expressions — referred to as expectations — in the program variables.
Expectations are the quantitative analogue of predicates. This yields an expec-
tation transformer semantics of the probabilistic guarded command language
(pGCL, for short), an extension of Dijkstra’s language with a probabilistic choice
operator. An expectation transformer is a total function between two expec-
tations on the state of a program. The expectation transformer \( e = \text{wp}(P, f) \)
for pGCL-program \( P \) and post-expectation \( f \) over final states yields the least ex-
pected value \( e \) on \( P \)’s initial state ensuring that \( P \)’s execution terminates with
a value \( f \). The annotation \( \langle e \rangle P \langle f \rangle \) holds for total correctness if and only if
\( e \leq \text{wp}(P, f) \), where \( \leq \) is to be interpreted in a point-wise manner. The weak-
est liberal pre-expectation \( \text{wlp}(P, f) \) yields the least expectation for which \( P \)
either does not terminate or establishes \( f \). It does not ensure termination and
corresponds to partial correctness.

This paper provides a simple operational semantics of pGCL using parametric
Markov decision processes (pMDPs), a slight variant of MDPs in which probabil-
ities may be parameterised [5, 6]. Our main contribution in this paper is a formal
connection between the wp- and wlp-semantics of pGCL by McIver and Morgan
and the operational semantics of pGCL. This provides a clean and insightful
relationship between the abstract expectation transformer semantics that has
been proven useful for formal reasoning about probabilistic programs, and the
notion of a computation in terms of the operational model, a pMDP. In order
to establish this connection we equip pMDPs with state rewards that depend
on the post-expectation at hand. Intuitively speaking, we decorate a terminal
state in the operational model of a program with a reward that corresponds to
the value of the post-expectation. All other states are assigned reward zero. We
then show that the weakest pre-expectation of a pGCL-program \( P \) w.r.t. a post-
expectation corresponds to the expected cumulative reward to reach a terminal state in the pMDP associated to $P$. In a similar way, we show that weakest liberal pre-expectations correspond to liberal expected cumulative rewards. The proofs are by induction on the structure of our probabilistic programs using standard results from fixed point theory. This paper thus yields a correspondence theorem that enables us to understand the mathematically involved expectation transformers intuitively using only first principles of Markov decision processes with rewards. In addition, for finite-state programs (or program fragments), our result implies that algorithms for computing expected accumulated rewards in MDPs – for which efficient algorithms and tools based on linear programming exist – can be employed for computing weakest pre-expectations. Finally we recall the notion of probabilistic invariants [4] and apply our correspondence theorem to find an operational characterisation of invariants (which originally are defined in terms of expectation transformers).

1.1. Related Work

The MDP semantics of $pGCL$ in this paper bears strong resemblance to the operational semantics of similar languages. To mention a few, Baier et al. [7] provide an MDP semantics of a probabilistic version of Promela, the modeling language of the SPIN model checker. Di Pierro et al. [8] give a semantics to a very similar programming language without non-determinism. The seminal work by Kozen [9] provides two semantics of a deterministic variant of $pGCL$ and shows their correspondence. Kozen interprets probabilistic programs as partial measurable functions on a measurable space, and as continuous linear operators on a Banach space of measures. He et al. [10] provide a mapping from a semantics based on a probabilistic complete partial order which contains non-determinism à la Jones [11] to a semantics which is a mapping from initial states to sets of probability distributions over final states. To our knowledge, our results on relating weakest pre-expectations of $pGCL$ and an operational semantics are novel. Our set-up and results can be considered as a probabilistic analogue of the work by Lukkien [2, 3] who provided a formal connection between the predicate transformer semantics of Dijkstra’s guarded command language and the operational notion of a computation.

More examples of how to discover and apply invariants when reasoning about probabilistic programs can be found at [12]. There we also describe Prinsys, a tool for semi-automatic invariant generation.

1.2. Structure of this paper

The rest of the paper is divided as follows. In Sect. 2 we introduce the probabilistic programming language $pGCL$. Parametric Markov decision processes with rewards are introduced in Sect. 3. Section 4 recaps the denotational semantics of $pGCL$ [4] and introduces operational semantics for this language. Then the main result is established, namely that the two semantics are equivalent. Section 5 provides an example of reasoning over $pGCL$ programs. Finally, Sect. 6 introduces invariants and uses our main result to give an operational characterisation for them.
This paper is an extended version of the conference paper [13]. This version contains a generalised version of the proofs of Theorems 23 and 24, a new section on invariants and an appendix with a new proof for continuity of \( wp(P, \cdot) \) and \( wlp(P, \cdot) \).

2. Probabilistic Programs

Our programming language \( pGCL \) [4] is an extension of Dijkstra’s guarded command language [1]. Besides a non-deterministic choice operator, denoted \([\cdot]\), and a conditional choice, it incorporates a probabilistic choice operator, denoted \([p]\), where \( p \) is a real parameter (or constant) whose value lies in the range \([0, 1]\). \( pGCL \) is a language to model sequential programs containing randomized assignments. For instance, the assignment \((x := 2 \cdot x \mid 0.75 \mid x := x + 1)\) doubles the value of \( x \) with probability \( \frac{3}{4} \) and increments it by one with the remaining probability \( \frac{1}{4} \).

**Definition 1. (Syntax of \( pGCL \))** Let \( P, P_1, P_2 \) be \( pGCL \)-programs, \( p \) a probability variable, \( x \) a program variable, \( E \) an expression, and \( G \) a Boolean expression. The syntax of a \( pGCL \) program \( P \) adheres to the following grammar:

\[
\text{skip} | \text{abort} | x := E | P_1; P_2 | P_1 [\cdot] P_2 | P_1 [p] P_2 | \text{if}(G)\{P_1\} \text{else} \{P_2\} | \text{while}(G)\{P\}.
\]

\( \text{skip} \) stands for the empty statement, \( \text{abort} \) for abortion, and \( x := E \) for an assignment of the value of expression \( E \) (over the program variables) to variable \( x \). The sequentially composed program \( P_1; P_2 \) behaves like \( P_1 \) and subsequently like \( P_2 \) on the successful termination of \( P_1 \). The statement \( P_1 [\cdot] P_2 \) denotes a non-deterministic choice; it behaves like either \( P_1 \) or \( P_2 \). The statement \( P_1 [p] P_2 \) denotes a probabilistic choice. It behaves like \( P_1 \) with probability \( p \) and like \( P_2 \) with probability \( 1 - p \). The remaining two statements are standard: conditional choice and while-loop. Throughout this paper, we assume that \( pGCL \)-programs are well-typed. This entails that for assignments of the form \( x := E \) we assume that \( x \) and \( E \) are of the same type. We assume \( G \) to denote a Boolean expression and variable \( p \) to denote a probability in the real interval \([0, 1]\).

**Example 2. (Duelling cowboys [4])** The \( pGCL \) program in Lst. 1 models the following situation: There are two cowboys, A and B, who are fighting a classical duel. They take turns, shooting at each other until one of them is hit. If A (resp. B) shoots then he hits B (resp. A) with probability \( a \) (resp. \( b \)). We assume that either cowboy A or B is allowed to start; the choice of who will start is resolved nondeterministically. Variable \( t \) keeps track of the turns, while \( c \) determines whether the duel continues or someone is hit. Note that it is a distinctive feature that we do not have to specify exact probabilities and instead allow arbitrary parameters such as \( a \) and \( b \).
3. Markov decision processes

This section introduces the basics of Markov decision processes (MDPs) [5, 6] enriched with state rewards. We first recall the definition of an MDP with a countable state space and define elementary notions such as paths and policies. Subsequently, we introduce reward-MDPs in which states are equipped with a real valued reward and focus on reachability objectives, in particular (liberal) expected cumulative rewards to reach a set of states. These measures are later shown to closely correspond to the weakest (liberal) pre-condition semantics of \textit{pGCL}-programs.

3.1. Preliminaries

Let \( \text{Var} \) be a set of variables. In the following we consider a countable state space \( S \) where each state \( s \) is a valuation which maps variables to real values

\[ S : \text{Var} \rightarrow \mathbb{R}. \]

This approach later allows us to nicely connect states of a program to states of a transition system like an MDP (as defined below). Additionally we fix a set of parameters \( \text{Par} \) which are independent of states. These parameters will represent probabilities which can be left unspecified. So each parameter represents a value from the interval \([0, 1]\). Let \( V(\text{Par}) \) denote the set of expressions over \( \text{Par} \).

**Definition 3. (Parametric distribution)** A parametric distribution \( \mu \) is a function that maps states to probabilities. The probabilities are real values in \([0, 1]\) or expressions over \( \text{Par} \):

\[ \mu : S \rightarrow V(\text{Par}) \cup [0, 1] \quad \text{with} \quad \sum_{s \in S} \mu(s) = 1. \]

The set of all parametric distributions over state space \( S \) is denoted \( \text{Dist}(S) \).

**Example 4. (Parametric distribution)** Consider \( S = \{s_0, s_1, s_2\} \). Then a parametric distribution \( \mu \) might be: \( \mu(s_0) = p, \mu(s_1) = 1 - p \) and \( \mu(s_2) = 0 \) where \( p \in V(\text{Par}) \) is an expression that consists of just a single parameter. The expression's value is fixed but unknown. The parameter \( p \) can be refined by any value from \([0, 1]\).
It is important to stress that Def. 3 requires that for any state \(s\) the resulting expression \(\mu(s)\) is a probability, i.e. an expression that evaluates to a value in [0, 1] for all possible states \(s\) and all possible parameter valuations.

**Definition 5. (Parametric Markov decision process)** A pMDP \(M\) is a tuple \((S, S_0, \rightarrow)\) where \(S\) is a countable set of states with initial state-set \(S_0 \subseteq S\) where \(S_0 \neq \emptyset\), and \(\rightarrow \subseteq S \times \text{Dist}(S)\) is a transition relation from a state to a set of parametric distributions over states.

Let \(s \rightarrow \mu\) denote \((s, \mu) \in \rightarrow\) and \(s \rightarrow t\) denote \(s \rightarrow \mu\) with \(\mu(t) = 1\).

We define \(\text{Dist}(s) = \{\mu \mid s \rightarrow \mu\}\) to be the set of enabled distributions in state \(s\). In the following we do not emphasise the parametric nature of our structures and use the term “Markov decision process” (MDP) synonymously.

The intuitive operational behaviour of an MDP \(M\) is as follows. First, non-deterministically select some initial state \(s_0 \in S_0\). In state \(s\) with \(\text{Dist}(s) \neq \emptyset\), non-deterministically select \(\mu \in \text{Dist}(s)\). The next state \(t\) is randomly chosen with probability \(\mu(t)\). If \(\text{Dist}(t) = \emptyset\), exit; otherwise continue as for state \(s\).

**Remark 6. (Countability of paths)** In the context of this paper we are only interested in finitely branching Markov decision processes with bounded non-determinism. Therefore \(|\text{Dist}(s)| < \infty\) for all \(s \in S\) and all distributions are assumed to have finite support. Consequently every state has finitely many successor states. Hence there are countably many (finite) paths between any two states. This property is crucial for Def. 12 and Lem. 21 later on.

A path \(\pi\) of MDP \(M\) is a maximal alternating sequence of states and distributions, written \(\pi = s_0 \xrightarrow{\mu_0} s_1 \xrightarrow{\mu_1} \ldots\) such that \(\mu_i \in \text{Dist}(s_i)\) and \(\mu_i(s_{i+1}) > 0\) for all \(i \geq 0\). As any path is a maximal sequence, it is either infinite or ends in a state \(s\) with \(\text{Dist}(s) = \emptyset\). The set of all paths in \(M\) is denoted \(\text{Paths}(M)\).

Reasoning about probabilities on sets of paths of an MDP relies on the resolution of non-determinism. This resolution is performed by a policy\(^2\) that selects one of the enabled distributions in a state. In general a policy may base its decision in state \(s\) on the path fragment from \(s_0 \in S_0\) to \(s\). However in the context of this paper we are interested in computing expectations in MDPs and so it suffices to consider positional policies as shown in [6].

**Definition 7. (Positional policy)** A function \(\mathcal{P} : S \rightarrow \text{Dist}(S)\) with \(\mathcal{P}(s) \in \text{Dist}(s)\) for all \(s \in S\) is called a positional policy for MDP \(M = (S, S_0, \rightarrow)\).

A positional policy deterministically selects an enabled distribution based on the current state \(s\) only. As in the rest of this paper we only consider positional policies, we call them simply policies. The path fragment leading to \(s\) does not play any role. The path \(\pi = s_0 \xrightarrow{\mu_0} s_1 \xrightarrow{\mu_1} \ldots\) is called a \(\mathcal{P}\)-path if it is induced by the policy \(\mathcal{P}\), that is, \(\mathcal{P}(s_i) = \mu_i\) for all \(i \geq 0\). Let \(\text{Paths}^\mathcal{P}(s)\) denote the set of \(\mathcal{P}\)-paths starting from state \(s\). A policy of an MDP \(M\) induces a Markov chain \(M^\mathcal{P}\) with the same state space as \(M\).

---

\(^2\) Also called scheduler, strategy or adversary.
and transition probabilities $P(s)(t)$ for states $s$ and $t$. For finite path fragment $\pi = s_0 \xrightarrow{\mu_0} s_1 \xrightarrow{\mu_1} \ldots \xrightarrow{\mu_{k-1}} s_k$ of a $\mathcal{P}$-path, let $P^\mathcal{P}(\pi)$ denote the probability of $\pi$ which is defined by $\mu_0(s_1) \times \ldots \times \mu_{k-1}(s_k) = \prod_{i=1}^k \mu_{i-1}(s_i)$. Let $P^\mathcal{P}(\Pi)$ denote the probability of the set of paths $\Pi$ all starting in $s$ under policy $\mathcal{P}$. This probability measure is defined in the standard way using a cylinder set construction on the induced Markov chain $\mathcal{M}^\mathcal{P}$ [14]. In the following we drop the subscript $s$ whenever it is clear from the context. Note that the measure $P^\mathcal{P}(\pi)$ of a path $\pi$ starting in state $s$ is 0 if $\pi \notin \text{Paths}^\mathcal{P}(s)$.

To compare our operational semantics of $\mathfrak{pGCL}$ with its wp- and wp-semantics, we use rewards (or, dually costs).

**Definition 8. (MDP with rewards)** An MDP with rewards (also called reward-MDP, or shortly RMDP) is a pair $(\mathcal{M}, r)$ with $\mathcal{M}$ an MDP with state space $S$ and $r : S \rightarrow \mathbb{R}_{\geq 0}$ a function assigning a real reward to each state.

Intuitively, the reward $r(s)$ stands for the reward earned on entering state $s$. The cumulative reward of a finite path fragment $s_0 \xrightarrow{\mu_0} s_1 \xrightarrow{\mu_1} \ldots s_k$ is the sum of the rewards in all states that have been visited, i.e., $r(s_0) + \ldots + r(s_k)$.

**Example 9. (RMDP, cumulative reward of a path)**

Assume a policy $\mathcal{P}$ with $\mathcal{P}(s_0) = \mu$. Then $\pi = s_0 \xrightarrow{\mu_0} s_1 \xrightarrow{\mu_3} s_3 \in \text{Paths}^\mathcal{P}(s_0)$ is a possible path that is taken under policy $\mathcal{P}$ with probability $P^\mathcal{P}(\pi) = 0.5$ and has cumulative reward $r(\pi) = 17$.

3.2. Reachability objectives

We are interested in reachability events in RMDPs. Let $T \subseteq S$ be a set of target states. The event $\diamondsuit T$ stands for the reachability of some state in $T$, i.e., $\diamondsuit T$ is the set of paths in MDP $\mathcal{M}$ that hit some state $s \in T$. Formally $\diamondsuit T = \{ \pi \in \text{Paths}(\mathcal{M}) \mid \exists i \geq 0. \pi[i] \in T \}$ where $\pi[i]$ denotes the $i$-th state visited along $\pi$. We write $\pi \models \diamondsuit T$ whenever $\pi$ belongs to $\diamondsuit T$. It follows by standard arguments that $\diamondsuit T$ is a measurable event. Its measure depends on the chosen initial state and policy. In order to define the cumulative reward for this event we need to introduce the cumulative reward along a path.

**Definition 10. (Cumulative reachability reward)** Let $\pi = s_0 \xrightarrow{\mu_0} s_1 \xrightarrow{\mu_3} \ldots$ be a maximal path in RMDP $(\mathcal{M}, r)$ and $T \subseteq S$ a set of target states. If $\pi \models \diamondsuit T$, the cumulative reward along $\pi$ before reaching $T$ is defined by:
\( r_T(\pi) = r(s_0) + \ldots + r(s_k) \) where \( s_i \not\in T \) for all \( i < k \) and \( s_k \in T \). If \( \pi \not\models \Diamond T \), then \( r_T(\pi) = 0 \).

Stated in words, the cumulative reward for a path \( \pi \) to reach \( T \) is the cumulative reward of the minimal prefix of \( \pi \) satisfying \( \Diamond T \). In case \( \pi \) never reaches a state in \( T \), the cumulative reward is defined to be zero. We denote by \( \text{Paths}^\Psi(s, \Diamond T) \) the set of paths starting in \( s \) that eventually reach \( T \) under policy \( \Psi \).

**Remark 11. (Reward for paths that fail to reach an objective)** One can argue that the choice of zero as the reward for never reaching \( T \) is arbitrary and that this reward could alternatively be defined as e.g., any constant or even infinity. This depends on the purpose of rewards. Later we will reward states that correspond to the terminal states of a program. If an execution fails to reach a terminal state, then we treat this as “undesired” behaviour that has reward zero. This agrees with the previous definition.

We can now define the expected reward for reachability. Usually an expectation of a real valued random variable \( X \) with a density function \( p(x) \) is defined as

\[
E(X) = \int x p(x) dx.
\]

Our random variable is the reward but it is not continuous. Even though a reward function maps states to non-negative real values, there are only countably many different rewards that can be accumulated on the way from a state \( s \) to a target set \( T \). This is because there are only countably many finite prefixes of paths that lead from a state \( s \) to states in \( T \). Hence the random variable – the reward – can assume only countably many distinct values. We can therefore define a discrete probability distribution, which assigns each given reward \( c \) the probability of all finite path prefixes that run from \( s \) to \( T \) and have the cumulative reachability reward \( c \).

**Definition 12. (Expected reward for reachability)** Let \( (\mathcal{M}, r) \) be an RMDP with state space \( S \) and \( T \subseteq S \) and \( s \in S \). Further let \( \mathcal{C} \) denote the set of all cumulative reachability reward values that can be accumulated by paths from \( s \) to \( T \) in \( (\mathcal{M}, r) \). The minimal expected reward until reaching \( T \subseteq S \) from \( s \in S \), denoted \( \text{ExpRew}^{(\mathcal{M}, r)}(s \models \Diamond T) \), is defined by:

\[
\inf_{\Psi} \sum_{c \in \mathcal{C}} c \cdot Pr^\Psi\{ \pi \in \text{Paths}^\Psi(s, \Diamond T) \mid r_T(\pi) = c \}.
\]

The minimal liberal expected reward until reaching some state in \( T \) from \( s \), denoted \( \text{LExpRew}^{(\mathcal{M}, r)}(s \models \Diamond T) \), is defined by:

\[
\inf_{\Psi} \left\{ Pr^\Psi(s \not\models \Diamond T) + \sum_{c \in \mathcal{C}} c \cdot Pr^\Psi\{ \pi \in \text{Paths}^\Psi(s, \Diamond T) \mid r_T(\pi) = c \} \right\}.
\]

We omit the superscript \( (\mathcal{M}, r) \) when the underlying model is clear from the context.
The expected reward in state $s$ to reach some state in $T$ is the expected cumulative reward over all paths (reaching $T$) induced under a demonic policy. A demonic policy resolves non-determinism such that the expected reward is minimised. The motivation to consider a demonic and not an angelic (maximising) policy lies in the relationship between demonic choice and the notion of weakest pre-expectation of $\text{pGCL}$ programs. As we will see later, a non-deterministic choice in $\text{pGCL}$ will be resolved in such a way that the pre-expectation is minimised. Note that in case $T$ is not reachable with positive probability from $s$ under a demonic policy, $\text{ExpRew}(s \models \Diamond T) = 0$. $\text{LExpRew}(s \models \Diamond T)$ is the expected reward to reach $T$ or never reach it from $s$. In case there is no policy under which $T$ can be reached from $s$ with positive probability, we have that $\text{LExpRew}(s \models \Diamond T) = 1$. This measure is motivated by reasoning about partial correctness where termination is not guaranteed and we will later see the relationship to the weakest liberal pre-expectation in Thm. 24. Note that $\text{ExpRew}$ and $\text{LExpRew}$ coincide if $T$ is reached with probability one under all policies. For finite MDPs without parameters, expected and liberal expected rewards for reachability objectives can be obtained by solving a linear programming problem, cf. [6].

**Example 13. (Expected rewards)**

Let $T = \{s_2, s_3\}$. Then $\text{ExpRew}(s_0 \models \Diamond T) = \min \{4 \cdot \frac{1}{2}, 4 \cdot \frac{1}{3} + 17 \cdot \frac{1}{2} \} = \min \{2, \frac{59}{6} \} = 2$. And $\text{LExpRew}(s_0 \models \Diamond T) = \min \{ \frac{1}{2} + 4 \cdot \frac{1}{2}, \frac{1}{6} + 4 \cdot \frac{1}{3} + 17 \cdot \frac{1}{2} \} = \min \{2.5, 10 \} = 2.5$.

4. $\text{pGCL}$ semantics

This section describes an expectation transformer semantics of $\text{pGCL}$, as well as an operational semantics using MDPs. The main result of this section is a formal connection between these two semantics.

4.1. Denotational Semantics

When probabilistic programs are executed they determine a probability distribution over final values of program variables. For instance, on termination of

$$(x := 1 \begin{bmatrix} 0.75 \end{bmatrix} x := 2);$$

the final value of $x$ is $1$ with probability $\frac{3}{4}$ and $2$ with probability $\frac{1}{4}$. An alternative way to characterise that probabilistic behaviour is to consider the expected
values over random variables with respect to that distribution. For example, to
determine the probability that \( x \) is set to 1, we can compute the expected value
of the random variable “\( x \) is 1” which is \( \frac{3}{4} \cdot 1 + \frac{1}{4} \cdot 0 = \frac{3}{4} \). Similarly, to determine
the average value of \( x \), we compute the expected value of the random variable
“\( x \)” which is \( \frac{3}{4} \cdot 1 + \frac{1}{4} \cdot 2 = \frac{5}{4} \).

More generally, rather than a distribution-centred approach [15, 16], we take
an “expectation transformer” [4] approach. We annotate probabilistic programs
with expectations. As before we assume a state space \( S \), a set of parameters \( Par \) and a set of expressions \( V(Par) \) over it.

**Definition 14. (Expectation)** Expectations are functions which map pro-
gram states to (non-negative) real values or expressions over parameters. The
set of expectations over state space \( S \) is then

\[
E = \{ f \ | \ f : S \rightarrow \mathbb{R}_{\geq 0} \cup V(Par) \}
\]

Note that every expectation \( f \) maps to a non-negative real value or an expres-
sion that is non-negative for all possible evaluations of its parameters. Expecta-
tions are the quantitative analogue to Hoare’s predicates for non-probabilistic
programs. An expectation transformer is a total function between two ex-
pectations. The expectation transformer \( \wp(P; f) \) for program \( P \) and post-
expectation \( f \) yields the least expected value \( e \) on \( P \)’s initial state ensuring
that \( P \)’s execution terminates with a value \( f \). Annotation \( \langle e \rangle P \langle f \rangle \) holds for
total correctness if and only if \( e \leq \wp(P; f) \) where \( \leq \) is to be interpreted in
a point-wise manner. Intuitively, implication between predicates is generalised
to pointwise inequality between expectations. For convenience we use square
brackets to cast Boolean truth values to numbers and by convention \([true] = 1 \)
and \([false] = 0 \).

**Definition 15. (wp-semantics of pGCL [4])** Let \( P \) and \( Q \) be pGCL-programs,
\( f \) a post-expectation, \( x \) a program variable, \( E \) an expression, and \( G \) a Boolean
expression. The wp-semantics of a program is defined by structural induction
over the program as follows:

- \( \wp(\text{skip}, f) = f \)
- \( \wp(\text{abort}, f) = 0 \)
- \( \wp(x := E, f) = f[x/E] \)
- \( \wp(P; Q, f) = \wp(P; \wp(Q, f)) \)
- \( \wp(\text{if}(G)\{P\}\text{else}\{Q\}, f) = [G] \cdot \wp(P, f) + [\neg G] \cdot \wp(Q, f) \)
- \( \wp(P [p] Q, f) = p \cdot \wp(P, f) + (1 - p) \cdot \wp(Q, f) \)
- \( \wp(\text{while}(G)\{P\}, f) = \mu X. ([G] \cdot \wp(P, X) + [\neg G] \cdot f) \)
Here $f[x=E]$ denotes a function that is obtained from $f$ by replacing every occurrence of $x$ by $E$. The least fixed point operator $\mu$ is used w.r.t. the ordering $\leq$ on expectations. The existence of the fixed point can be seen from Thm. 30 in the appendix. We refer to [4] for more details.

If program $P$ does not contain a probabilistic choice, then this wp is isomorphic to Dijkstra’s wp [4]. A weakest liberal pre-expectation $\text{wlp}(P, f)$ yields the least expectation for which $P$ either does not terminate or establishes $f$.

**Definition 16.** (wp-semantics of pGCL) wp-semantics differs from wp-semantics only for while and abort:
- $\text{wlp}($abort, $f$) = 1
- $\text{wlp}($while$(G)\{P\}, f) = \nu X. ([G] \cdot \text{wlp}(P, X) + [\neg G] \cdot f)$

Here $\nu$ is the greatest fixed point operator w.r.t. the ordering $\leq$ on expectations.

While expectations do not need to be bounded from above in general, an upper bound is required for the definition of $\text{wlp}$. This is because non-terminating programs produce the maximal pre-expectation which has to be well-defined. In this paper we set this upper bound of $\text{wlp}$ to one. In [17] a more general approach is discussed.

As the previous definitions indicate, the difference between wp and $\text{wlp}$ lies in the handling of non-termination. The expectation transformers wp and $\text{wlp}$ coincide for programs that terminate with probability one as is the case for $\text{ExpRew}$ and $\text{LExpRew}$.

**Example 17.** (Application of wp-semantics) Consider again the duelling cowboys example. Assume we are given the post-expectation:

$$f(c, t) = [t = A \land c = 0] + [t = A \land c = 1] \cdot \frac{a}{a + b - ab} + [t = B \land c = 1] \cdot \frac{(1 - b)a}{a + b - ab}.$$

The post-expectation $f$ gives the probability that $A$ wins, depending on the state that the program is in. The states are characterised by the predicates in square brackets. Let us compute the weakest pre-expectation of the loop body from Lst. 1 w.r.t. the post-expectation $f$. This yields:

$$\text{wp}(\text{if}(t = A)\{(c := 0 \mid a \cdot t := B); \} \text{else}\{(c := 0 \mid b \cdot t := A); \}, f)$$

$= [t = A] \cdot \text{wp}(c := 0 \mid a \cdot t := B), f)$$

$+ [t = A] \cdot \text{wp}(c := 0 \mid b \cdot t := A), f)$$

$= [t = A] \cdot (a \cdot \text{wp}(c := 0, f) + (1 - a) \cdot \text{wp}(t := B, f))$$

$+ [t = A] \cdot (b \cdot \text{wp}(c := 0, f) + (1 - b) \cdot \text{wp}(t := A, f))$$

$= [t = A] \cdot \left( a \cdot \left( [t = A \land c = 0] + [t = A \land c = 1] \cdot \frac{a}{a + b - ab} \right)$$

$+ [t = B \land c = 1] \cdot \frac{(1 - b)a}{a + b - ab} \right)$. 
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\[+(1 - a) \cdot \left( [B = A \land c = 0] + [B = A \land c = 1] \cdot \frac{a}{a + b - ab} \right)\]
\[+ [B = B \land c = 1] \cdot \left( \frac{(1 - b)a}{a + b - ab} \right)\]
\[+ [t \neq A] \cdot \left( b \cdot \left( [t = A \land 0 = 0] + [t = A \land 0 = 1] \cdot \frac{a}{a + b - ab} \right)\right)\]
\[+(1 - b) \cdot \left( [A = A \land c = 0] + [A = A \land c = 1] \cdot \frac{a}{a + b - ab} \right)\]
\[+[A = B \land c = 1] \cdot \left( \frac{(1 - b)a}{a + b - ab} \right)\]
\[= [t = A] \cdot \left( a \cdot [t = A] + (1 - a) \cdot [c = 1] \cdot \frac{(1 - b)a}{a + b - ab} \right)\]
\[+ [t \neq A] \cdot \left( b \cdot [t = A] + (1 - b) \left( [c = 0] + [c = 1] \cdot \frac{a}{a + b - ab} \right) \right)\]
\[= [t = A] \cdot a + [t = A \land c = 1] \cdot \frac{(1 - a)(1 - b)a}{a + b - ab}\]
\[+ [t \neq A \land c = 0] \cdot (1 - b) + [t \neq A \land c = 1] \cdot \frac{(1 - b)a}{a + b - ab}\]
\[= [t = A \land c \neq 1] \cdot a + [t = A \land c = 1] \cdot \frac{a}{a + b - ab}\]
\[+ [t \neq A \land c = 0] \cdot (1 - b) + [t \neq A \land c = 1] \cdot \frac{(1 - b)a}{a + b - ab}\]

In the last step we use the fact that \([t = A] \cdot a\) can be split into
\[ [t = A \land c = 1] \cdot a + [t = A \land c \neq 1] \cdot a \]

This computation tells us that if, say \(f\) describes the probability after one iteration of the loop that cowboy A wins, then the computed expression gives the probability that A wins before that iteration of the loop. The result of this example will be used in Sect. 5.

### 4.2. Operational Semantics

Our aim is to model the stepwise behaviour of a pGCL-program \(P\) by an MDP denoted \(\mathcal{M}[P]\). This MDP represents the operational interpretation of the program \(P\) and intuitively acts as an abstract machine for \(P\). This is done as follows. Let \(\eta\) be a variable valuation of the program variables. That is, \(\eta\) is a mapping from the program variables onto their (possibly infinite) domains. For variable \(x\), \(\eta(x)\) denotes the value of \(x\) under \(\eta\). For expression \(E\), let \([E]_{\eta}\) denote the value of \(E\) under valuation \(\eta\). This is defined in the standard way, e.g., for \(E = 2 \cdot x + y\) with \(\eta(x) = 3\) and \(\eta(y) = 7\), we have
\[ E \] = 2 \cdot (x) + (y) = 13. We use the distinguished semantic construct `exit` to denote the successful termination of a program. States in the MDP are of the form \( \langle Q, \eta \rangle \) with \( Q \) a pGCL-statement or \( Q = \text{exit} \) and \( \eta \) a variable valuation. For instance, the execution of the assignment \( x := 2 \cdot x + y \) under valuation \( \eta \) with \( \eta(x) = 3 \) and \( \eta(y) = 7 \) results in the state \( \langle \text{exit}, \eta' \rangle \) where \( \eta' \) is the same as \( \eta \) except that \( \eta'(x) = 13 \). Initial states of program \( P \) are tuples \( \langle P, \eta \rangle \) where \( \eta \) is arbitrary.

**Definition 18.** (Operational semantics of pGCL) The operational semantics of pGCL-program \( P \), denoted \( M[ P ] \), is the MDP \( (S, S_0, \rightarrow) \) where:

- \( S \) is the set of pairs \( \langle Q, \eta \rangle \) with \( Q \) a pGCL-program or \( Q = \text{exit} \), and \( \eta \) is a variable valuation of the variables occurring in \( P \),
- \( S_0 = \{ \langle P, \eta \rangle \} \) where \( \eta \) is arbitrary, and
- \( \rightarrow \) is the smallest relation that is induced by the inference rules in Table 1.

Each rule tells us how to obtain the successors from a state. For example, in a state with probabilistic choice the MDP will make a transition to the parametric distribution \( \mu \). Then a successor state is chosen according to \( \mu \). We omit the distribution when it is obvious and write an arrow to the successor instead. For instance the rules for non-deterministic choice are a shorthand for

\[
\langle P \parallel Q, \eta \rangle \rightarrow \{ \mu, \nu \}
\]

with \( \mu(\langle P, \eta \rangle) = 1 \) and \( \nu(\langle Q, \eta \rangle) = 1 \).

A premise is used to enable or disable transitions depending on the variable valuation of the current state. Consider the last two rules: if the system evolves from a state that represents a loop, it will proceed to a state where the loop body has to be executed once before going back to the loop header *provided* that the current variable valuation \( \eta \) satisfies the loop’s guard \( G \). If it does not, the last rule dictates that the loop is terminated, i.e. the system moves to an exit state.

**Example 19.** (Operational semantics) Figure 1 depicts the MDP underlying the cowboy example. This MDP is parameterized with parameters \( a \) and \( b \). Technically, for every possible initial variable evaluation there should be an initial state. However, a programmer usually has to initialise the program variables before they may be used in a computation. This is also the case in our example program from Lst. 1. Therefore it does not matter in which initial state we start as the initialisation steps will always take us to the states \( (4, A, 1) \) or \( (4, B, 1) \). This observation allows us to represent the program by an MDP with a finite state space where all initial states have been merged into one. A slight adaptation of our example program in which we keep track of the number of shots before one of the cowboys dies, yields an MDP with infinitely many states. The support of any distribution in this MDP is finite however. ■
Table 1: Inference rules for pGCL programs

\[(\text{skip}, \eta) \rightarrow (\text{exit}, \eta)\] \quad \[(\text{abort}, \eta) \rightarrow (\text{abort}, \eta)\]

\[(x := E; \eta) \rightarrow (\text{exit}; \eta[x := [E])\]

\[\langle P, \eta \rangle \rightarrow \mu \quad \text{with } \nu((P'; Q, \eta')) = \mu((P', \eta'))\]

where \(\text{exit}; Q = Q\).

\[\langle P || Q, \eta \rangle \rightarrow \langle P, \eta \rangle\] \quad \[\langle P || Q, \eta \rangle \rightarrow \langle Q, \eta \rangle\]

\[\langle P \parallel P, \eta \rangle \rightarrow \langle P, \eta \rangle\]

\[\text{with } \mu((P, \eta)) = p \text{ and } \mu((Q, \eta)) = 1-p\]

\[\eta \models G\] \[\langle \text{if}(G)\{P\}, \eta \rangle \rightarrow \langle P, \eta \rangle\]

\[\eta \not\models G\] \[\langle \text{if}(G)\{P\}, \eta \rangle \rightarrow \langle Q, \eta \rangle\]

\[\eta \models G\] \[\langle \text{while}(G)\{P\}, \eta \rangle \rightarrow \langle P; \text{while}(G)\{P\}, \eta \rangle\]

\[\eta \not\models G\] \[\langle \text{while}(G)\{P\}, \eta \rangle \rightarrow \langle \text{exit}, \eta \rangle\]

Let \(P^\wedge\) denote the set of states in MDP \(M[P]\) of the form \(\langle \text{exit}, \eta \rangle\) for arbitrary variable valuation \(\eta\). Note that states in \(P^\wedge\) represent the successful termination of \(P\). If \(P^\wedge\) is not reachable, program \(P\) diverges under all possible policies.

**Definition 20. (RMDP of a pGCL-program)** Let \(P\) be a pGCL-program and \(f\) a post-expectation for \(P\). The reward-MDP associated with \(P\) and \(f\) is defined as \(R_f[[P]] = (M[[P]], r)\) with \(M[[P]]\) the MDP of \(P\) as defined before and reward function \(r\) defined by \(r(s) = f(\eta)\) if \(s = \langle \text{exit}, \eta \rangle \in P^\wedge\) and \(r(s) = 0\) otherwise.

Note that we use a special reward structure: only terminal states are assigned a reward which is not necessarily zero. All other states have a zero reward. The following lemma explains how expected rewards can be computed in \(R_f[[P]]\).

**Lemma 21. (Characterizing expected rewards)**
For pGCL program $P$ and a state $s = (P, \eta)$, we have:

$$\text{ExpRew}^{\mathcal{R}_f} P^1(s \models \Diamond P^\forall) = \inf_{\overline{\psi} \in \text{Paths}_{\text{min}}^\overline{\psi} (s, \Diamond P^\forall)} \sum_{\overline{\psi}} \text{Pr}_T (\overline{\psi}) \cdot r_{P^\forall} (\overline{\psi}) ,$$

where $\text{Paths}_{\text{min}}^\overline{\psi} (s, \Diamond P^\forall)$ is the set containing all (finite) paths of the form $s_0 \ldots s_k$ with $s_0 = s$, $s_k \in P^\forall$ and $s_i \notin P^\forall$ for all $0 \leq i < k$ that adhere to the policy $\overline{\psi}$.

Proof: Let $T = P^\forall$ for pGCL program $P$. The proof requires a property stated in Remark 6 namely that in an MDP there are only countably many finite paths that lead from one state to another. Consider the definition of expected reward:

$$\inf_{\overline{\psi}} \sum_{c \in \mathcal{C}} c \cdot \text{Pr}^{\overline{\psi}} \{ \pi \in \text{Paths}^{\overline{\psi}} (s, \Diamond T) \mid r_T (\pi) = c \} .$$

Given that $P_{T}^{\overline{\psi}} (\pi \models \Diamond T) = \text{Pr}^{\overline{\psi}} (\overline{\pi})$ where prefix $\overline{\pi}$ of $\pi$ is minimal and ends in $T$, the above term equals:

$$\inf_{\overline{\psi}} \sum_{c \in \mathcal{C}} c \cdot \text{Pr}^{\overline{\psi}} \{ \overline{\pi} \in \text{Paths}^{\overline{\psi}}_{\text{min}} (s, \Diamond T) \mid r_T (\overline{\pi}) = c \} .$$

As in $\mathcal{R}_f [ P ]$ the number of finite path prefixes $\overline{\pi}$ that reach $T$ and accumulate...
Lemma 21 expresses the expected reward in terms of paths that reach an exit state and their cumulative rewards. This provides a straightforward way to calculate expected rewards (for finite systems). In the next subsection Lem. 21 will be helpful in the proofs of our main results.

Analogously we obtain:

**Lemma 22.** *(Characterizing liberal expected rewards)*

For pGCL program $P$ and variable valuation $\eta$, we have:

$$ LExpRew^{R_1}(\langle P, \eta \rangle \models \Diamond P^\gamma) = \inf_{\Psi} \left\{ P_t^{\Psi}(\langle P, \eta \rangle \models \Diamond P^\gamma) + \sum_{\bar{\pi} \in Paths_{min}^{\Psi}(s, \Diamond P^\gamma)} P^{\Psi}(\bar{\pi}) \cdot r_{P^\gamma}(\bar{\pi}) \right\}. $$

**Proof:** Follows immediately from Def. 12 and Lem. 21.

### 4.3. Correspondence between operational and expectation transformer semantics

We now present the main results of this paper: a formal relationship between the wp-semantics of pGCL-program $P$ and its operational semantics in terms of a RMDP, and similarly for the wlp-semantics. We first consider the wp-semantics.

**Theorem 23.** *(Correspondence theorem)* For pGCL-program $P$, variable valuation $\eta$, and post-expectation $f$:

$$ wp(P, f)(\eta) = ExpRew^{R_1}(\langle P, \eta \rangle \models \Diamond P^\gamma). $$

**Proof:** By structural induction over the pGCL program $P$. We write paths as sequences of states and leave out the distribution in between each pair of states for the ease of presentation. In this proof we use the alternative definition for expected rewards given in Lem. 21.

Induction base:

- For $P = \text{skip}$ we use the fact that skip does not change the post-expectation.
We derive:

\[
\text{ExpRew}_R\{\text{skip}\} = \mathbb{E}(\text{skip})
\]

\[
= \inf_{\pi} \sum_{\pi \in \text{Paths}_{\text{min}}(\text{skip}, \text{skip})} P_{\pi}(\pi) \cdot r_{\text{skip}}(\pi)
\]

\[
= \inf_{\pi} P_{\pi}(\text{skip}) \cdot r_{\text{skip}}(\pi)
\]

\[
= f(\eta)
\]

\[
= \text{wp}(\text{skip}, f)(\eta).
\]

- For \( P = \text{abort} \) we use the fact that it fails to terminate and has a pre-expectation of zero. We derive:

\[
\text{ExpRew}_R\{\text{abort}\} = \mathbb{E}(\text{abort})
\]

\[
= \inf_{\pi} \sum_{\pi \in \text{Paths}_{\text{min}}(\text{abort}, \text{abort})} P_{\pi}(\pi) \cdot r_{\text{abort}}(\pi)
\]

\[
= 0
\]

\[
= \text{wp}(\text{abort}, f)(\eta).
\]

as there is no path starting from \( \langle \text{abort}, \eta \rangle \) that reaches an exit-state.

- Let \( P \) be the assignment \( x := E \). For this case we apply the substitution:

\[
\text{ExpRew}_R\{x := E\} = \mathbb{E}(x := E)
\]

\[
= \inf_{\pi} \sum_{\pi \in \text{Paths}_{\text{min}}(x := E, \text{exit})} P_{\pi}(\pi) \cdot r_{x := E}(\pi)
\]

\[
= 1 \cdot f(\eta[x := E])
\]

\[
= f(\eta[x := E])
\]

\[
= f_{x := E}(\eta)
\]

\[
= \text{wp}(x := E, f)(\eta).
\]

Induction hypothesis: assume that for program \( P \) (and analogously for \( Q \))

\[
\text{wp}(P, f)(\eta) = \text{ExpRew}_R\{P\} = \mathbb{E}(P)
\]

Induction step:

- Consider the probabilistic choice \( P[p] Q \) (this also covers conditional choice since it can be written as \( P[[G]] Q \)). The idea is to represent the expected reward as a weighted sum of the expected rewards computed from
successor states. This corresponds to the weighted sum for the weakest pre-expectation:
\[
\text{ExpRew}^{R_f}[P][Q]((P[p]Q, \eta) \models \Diamond(P[p]Q)^\top)
\]
\[
= \inf_{\Psi} \sum_{\pi \in \text{Paths}_{\min}^\Psi((P[p]Q, \eta), \Diamond(P[p]Q)^\top)} P^\Psi(\pi \top) \cdot r(\pi[P\top])
\]
\[
= \inf_{\Psi} \sum_{\pi \in \text{Paths}_{\min}^\Psi((P, \eta), \Diamond P)^\top)} p \cdot P^\Psi(\pi \top) \cdot r_{P\top}(\pi)
\]
\[
+ \sum_{\pi \in \text{Paths}_{\min}^\Psi((Q, \eta), \Diamond Q)^\top)} (1 - p) \cdot P^\Psi(\pi \top) \cdot r_{Q\top}(\pi)
\]
\[
= p \cdot \inf_{\Psi_1} \sum_{\pi \in \text{Paths}_{\min}^\Psi((P, \eta), \Diamond P)^\top)} P^\Psi(\pi \top) \cdot r_{P\top}(\pi)
\]
\[
+ (1 - p) \cdot \inf_{\Psi_2} \sum_{\pi \in \text{Paths}_{\min}^\Psi((Q, \eta), \Diamond Q)^\top)} P^\Psi(\pi \top) \cdot r_{Q\top}(\pi)
\]
\[
= p \cdot \text{ExpRew}^{R_f}[P]((P, \eta) \models \Diamond P)
\]
\[
+ (1 - p) \cdot \text{ExpRew}^{R_f}[Q]((Q, \eta) \models \Diamond Q)
\]
\[
\overset{IH}{=} p \cdot \text{wp}(P, f)(\eta) + (1 - p) \cdot \text{wp}(Q, f)(\eta)
\]
\[
= \text{wp}(P(|P, f)(\eta)
\]

In * we use the fact that the policy for paths starting in \(\langle P, \eta \rangle\) is independent of the policy for paths starting in \(\langle Q, \eta \rangle\) because they are positional policies.

• Consider the non-deterministic choice \(P \parallel Q\) which is analogous to probabilistic choice, except that min replaces the weighted sum:

\[
\text{ExpRew}^{R_f}[P \parallel Q]((P \parallel Q, \eta) \models \Diamond(P \parallel Q)^\top)
\]
\[
= \inf_{\Psi} \sum_{\pi \in \text{Paths}_{\min}^\Psi((P \parallel Q, \eta), \Diamond(P \parallel Q)^\top)} P^\Psi(\pi \top) \cdot r(P \parallel Q)^\top(\pi)
\]
\[
= \min \left\{ \inf_{\Psi} \sum_{\pi \in \text{Paths}_{\min}^\Psi((P, \eta), \Diamond P)^\top)} P^\Psi(\pi \top) \cdot r_{P\top}(\pi) , \right\}
\]
\[
\inf_{\Psi} \sum_{\pi \in \text{Paths}_{\min}^\Psi((Q, \eta), \Diamond Q)^\top)} P^\Psi(\pi \top) \cdot r_{Q\top}(\pi)
\]
\[
= \min\{\text{ExpRew}^{R_f}[P]((P, \eta) \models \Diamond P^\top), \text{ExpRew}^{R_f}[Q]((Q, \eta) \models \Diamond Q^\top)\}
\]
\[
\overset{IH}{=} \min\{\text{wp}(P, f), \text{wp}(Q, f)\}
\]
\[
= \text{wp}(P \parallel Q, f)(\eta)
\]
Consider the sequential composition $P; Q$. The idea is break up each path into a prefix that corresponds to the execution of $P$ and a suffix that corresponds to the execution of $Q$. We can then compute the expected reward over the suffixes and use this intermediate result to compute the expected reward over the prefixes which corresponds to the nesting of weakest pre-expectations:

$$\text{ExpRew}^{R_f}[\langle P; Q \rangle] = \exprew^{R_f}[\langle P; Q \rangle \triangleright]$$

$$= \inf_{\Psi} \sum_{\delta \in \text{Paths}_{\text{min}}\langle (P; Q, \eta) \rangle} P^\Psi(\tilde{\pi}) \cdot r_{(P; Q, \triangleright)}(\tilde{\pi})$$

$$= \inf_{\Psi} \sum_{\delta \in \text{Paths}_{\text{min}}\langle (P; Q, \eta) \rangle} P^\Psi(\tilde{\pi}) \cdot r_{\delta, P, \triangleright}(\tilde{\pi})$$

where $r_{\delta, P, \triangleright}(\tilde{\pi})$ is the sum of rewards $r_{\delta}$ along $\tilde{\pi}$ with

$$r_{\delta}(s) = \inf_{\Psi'} \left( \sum_{\tilde{\pi} \in \text{Paths}_{\text{min}}(s, \triangleright Q)} P^{\Psi'}(\tilde{\pi}') \cdot r_{Q, \triangleright}(\tilde{\pi}') \right)$$

if $s \in P, \triangleright$ and $r_{\delta}(s) = 0$ otherwise

$$= \exprew^{R_f}[\langle P \rangle] = \exprew^{R_f}[\langle Q \rangle]$$

$I.$ If $\wp(P; \wp(Q, f))(\eta)$

$$= \wp(P; Q, f)(\eta) \cdot$$

In $*$ we divide each path into the aforementioned pre- and suffixes. We use the positionality of policies as the policies according to which the suffixes are constructed are independent of the history, i.e. the prefix of those paths.

Consider the loop \textbf{while}$(G)\{P\}$. For this case we show by induction that the two semantics correspond for every iteration that the loop performs. We rely on the previously shown cases for \textbf{abort}, \textbf{skip} and sequential composition. Let the bounded while-loop for $k > 0$ be

$$(\text{while}(G)\{P\})^{k+1} = \text{if}(G)\{P; (\text{while}(G)\{P\})^k\} \text{ else } \text{skip}$$

where the base case is $(\text{while}(G)\{P\})^0 = \textbf{abort}$. We will show for every $k$ that

$$\wp((\text{while}(G)\{P\})^k, f)(\eta) = \exprew^{R_f}[\langle \text{while}(G)\{P\}^k \rangle](\eta) \cdot (1)$$

Observe that

$$\wp((\text{while}(G)\{P\})^{k+1}, f)(\eta) \geq \wp((\text{while}(G)\{P\})^k, f)(\eta) \cdot$$
From the fixpoint theorem 3 in [18] we know that the more iterations the bounded while loop is allowed to perform, the closer it approximates the fixpoint given in Def. 15. Formally this means

$$\lim_{k \to \infty} \text{wp}((\text{while}(G)\{P\})^k, f)(\eta) = \text{wp}(\text{while}(G)\{P\}, f)(\eta).$$

(2)

A thorough justification for (2) is given in Appendix A.

From (1) it follows that for every $k$, $\text{ExpRew}$ behaves identically to $\text{wp}$. Thus with (2) it follows that

$$\text{wp}(\text{while}(G)\{P\}, f)(\eta) = \text{ExpRew}^R_{f, \text{while}(G)\{P\}}(\eta).$$

It remains to prove (1). This is done by induction on $k$. Base case ($k = 0$):

$$\text{wp}((\text{while}(G)\{P\})^0, f)(\eta) = \text{wp}(\text{abort}, f)(\eta) \overset{\ast}{=} \text{ExpRew}^R_{f, \text{abort}}(\eta) = \text{ExpRew}^R_{f, \text{while}(G)\{P\}}^0(\eta).$$

$(\ast)$ was already shown earlier in the case $\text{abort}$.

Induction hypothesis: equation (1) holds for some unspecified but fixed value of $k$.

Induction step:

$$\text{wp}(\text{while}(G)\{P\})^{k+1}, f)(\eta)$$

$$= \text{wp}(\text{if}(G)\{P; (\text{while}(G)\{P\})^k\}\text{else}(\text{skip}), f)(\eta)$$

$$= (G \cdot \text{wp}(P; (\text{while}(G)\{P\})^k, f) + \neg G \cdot \text{wp}(\text{skip}, f))(\eta) \overset{\ast}{=} \left( G \cdot \text{ExpRew}^R_{f, \text{while}(G)\{P\}}^k + \neg G \cdot \text{ExpRew}^R_{f, \text{skip}} \right)(\eta)$$

$$= \text{ExpRew}^R_{f, \text{if}(G)\{P; (\text{while}(G)\{P\})^k\}\text{else}(\text{skip})}(\eta)$$

$$= \text{ExpRew}^R_{f, \text{while}(G)\{P\}}^{k+1}(\eta)$$

$(\ast)$ follows from the induction hypothesis and the previously shown cases for $\text{skip}$ and sequential composition.

Thus, $\text{wp}(P, f)$ evaluated at $\eta$ is the least expected value of $f$ over any of the result distributions of $P$.

**Theorem 24.** (Correspondence theorem for liberal semantics) For $pGCL$-program $P$, variable valuation $\eta$, and post-expectation $f$:

$$\text{wlp}(P, f)(\eta) = \text{LExpRew}^R_{f, \text{while}(G)\{P\}}(P, \eta)\models \diamond P'$$.
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Proof: By structural induction over the pGCL program $P$ (analogously to the proof of Theorem 23). Similarly we apply Lem. 22 here. To avoid repetition we skip the base cases which are rather simple.

Induction hypothesis: assume that for program $P$ (and analogously for $Q$)
\[ wlp(P, f)(\eta) = \text{LExpRew}^{R,P}(\langle P, \eta \rangle \models \Diamond P^\vee). \]

Induction step:

- Consider the probabilistic choice $P[p]Q$ (again, this covers conditional choice):
\[
\begin{align*}
\text{LExpRew}^{R,P[p]Q}(\langle P[p]Q, \eta \rangle \models \Diamond (P[p]Q)^\vee) \\
= \inf_{\Psi} P_{\Psi}^{P[p]}(\langle P[p]Q, \eta \rangle \not\models \Diamond (P[p]Q)^\vee) \\
+ \sum_{\bar{\pi} \in \text{Paths}_{\text{max}}^{P[p]}(\langle P[p]Q, \eta \rangle, \Diamond (P[p]Q)^\vee)} P^{P[p]}(\bar{\pi}) \cdot r_{P[p]Q}^\vee(\bar{\pi}) \\
= \inf_{\Psi} \left( p \cdot P_{\Psi}^{P[p]}(\langle P, \eta \rangle \not\models \Diamond P^\vee) \\
+ \sum_{\bar{\pi} \in \text{Paths}_{\text{max}}^{P[p]}(\langle P, \eta \rangle, \Diamond P^\vee)} P^{P[p]}(\bar{\pi}) \cdot r_{P^\vee}(\bar{\pi}) \\
+ (1 - p) \cdot P_{\Psi}^{P[p]}(\langle Q, \eta \rangle \not\models \Diamond Q^\vee) \\
+ \sum_{\bar{\pi} \in \text{Paths}_{\text{max}}^{P[p]}(\langle Q, \eta \rangle, \Diamond Q^\vee)} (1 - p) \cdot P^{P[p]}(\bar{\pi}) \cdot r_{Q^\vee}(\bar{\pi}) \right) \\
= p \cdot \inf_{\Psi_{1}} P_{\Psi_{1}}^{P[p]}(\langle P, \eta \rangle \not\models \Diamond P^\vee) \\
+ \sum_{\bar{\pi} \in \text{Paths}_{\text{max}}^{P[p]}(\langle P, \eta \rangle, \Diamond P^\vee)} P^{P[p]}(\bar{\pi}) \cdot r_{P^\vee}(\bar{\pi}) \\
+ (1 - p) \cdot \inf_{\Psi_{2}} P_{\Psi_{2}}^{P[p]}(\langle Q, \eta \rangle \not\models \Diamond Q^\vee) \\
+ \sum_{\bar{\pi} \in \text{Paths}_{\text{max}}^{P[p]}(\langle Q, \eta \rangle, \Diamond Q^\vee)} P^{P[p]}(\bar{\pi}) \cdot r_{Q^\vee}(\bar{\pi}) \\
= p \cdot L\text{ExpRew}^{R,P}(\langle P, \eta \rangle \models \Diamond P^\vee) \\
+ (1 - p) \cdot L\text{ExpRew}^{R,Q}(\langle Q, \eta \rangle \models \Diamond Q^\vee) \\
\overset{I.H.}{=} p \cdot wlp(P, f)(\eta) + (1 - p) \cdot wlp(Q, f)(\eta) \\
= wlp(P[p]Q, f)(\eta).
\]
• Consider the non-deterministic choice $P \| Q$:

\[
\text{LEXpRew}^{R_f}[P \| Q](\langle P \| Q, \eta \rangle \models \Diamond (P \| Q)') = \inf_{\psi} \left\{ \begin{array}{l}
\text{LEXpRew}^{R_f}[P](\langle P, \eta \rangle \not\models \Diamond P') + \sum_{\pi \in \text{Paths}_{\min}^P(\langle P, \eta \rangle, \Diamond P') \triangleright} P^P(\pi) \cdot r_P(\pi) \\
\text{LEXpRew}^{R_f}[Q](\langle Q, \eta \rangle \not\models \Diamond Q') + \sum_{\pi \in \text{Paths}_{\min}^Q(\langle Q, \eta \rangle, \Diamond Q') \triangleright} P^Q(\pi) \cdot r_Q(\pi)
\end{array} \right. \\
= \min \left\{ \text{LEXpRew}^{R_f}[P](\langle P, \eta \rangle \models \Diamond P'), \text{LEXpRew}^{R_f}[Q](\langle Q, \eta \rangle \models \Diamond Q') \right\} \\
\overset{\text{L.H.}}{=} \min\{\text{wlp}(P,f)(\eta), \text{wlp}(Q,f)(\eta)\}
\]

\[
= \text{wlp}(P\|Q,f)(\eta).
\]

• Consider the sequential composition $P; Q$:

\[
\text{LEXpRew}^{R_f}[1^P, 1^Q](\langle P; Q, \eta \rangle \models \Diamond (P; Q)') = \inf_{\psi} \left\{ \begin{array}{l}
\text{LEXpRew}^{R_f}[1^P](\langle P, \eta \rangle \not\models \Diamond P') + \sum_{\pi \in \text{Paths}_{\min}^P(\langle P, \eta \rangle, \Diamond P') \triangleright} P^P(\pi) \cdot r_P(\pi) \\
\text{LEXpRew}^{R_f}[1^Q](\langle Q, \eta \rangle \not\models \Diamond Q') + \sum_{\pi \in \text{Paths}_{\min}^Q(\langle Q, \eta \rangle, \Diamond Q') \triangleright} P^Q(\pi) \cdot r_Q(\pi)
\end{array} \right. \\
\overset{\text{L.H.}}{=} \inf_{\psi} \left\{ \begin{array}{l}
\text{LEXpRew}^{R_f}[1^P](\langle P, \eta \rangle \not\models \Diamond P') + \sum_{\pi \in \text{Paths}_{\min}^P(\langle P, \eta \rangle, \Diamond P') \triangleright} P^P(\pi) \cdot r_P(\pi) \\
\text{LEXpRew}^{R_f}[1^Q](\langle Q, \eta \rangle \not\models \Diamond Q') + \sum_{\pi \in \text{Paths}_{\min}^Q(\langle Q, \eta \rangle, \Diamond Q') \triangleright} P^Q(\pi) \cdot r_Q(\pi)
\end{array} \right.
\]

where $r_q^q(\pi)$ is the sum of rewards $r_q$ along $\pi$ with

\[
r_q(s) = \inf_{\psi} \left\{ P^P(\langle Q, \eta' \rangle \not\models \Diamond Q') + \sum_{\pi \in \text{Paths}_{\min}(s, \Diamond Q') \triangleright} P^{\psi'}(\pi') \cdot r_Q(\pi') \right. \\
\]

if $s \in P'$ and $r_q(s) = 0$ otherwise

\[
= \text{LEXpRew}^{R_g}[1^P](\langle P, \eta \rangle \models \Diamond P') \\
\]

where $g(\eta) = \text{LEXpRew}^{R_f}[1^Q](\langle Q, \eta \rangle \models \Diamond Q')$
\[ I H \vdash wlp(P; wlp(Q, f))(\eta) \\
= wlp(P; Q, f)(\eta) . \]

In \( \ast \) we again rewrite each path into a prefix and a suffix and use position-
ality of policies. Additionally, observe that diverging paths are also split up into paths that already diverge before reaching an exit state of \( P \) and paths that do reach the end of \( P \) but diverge before reaching an exit state of \( Q \). The probability of the former is captured by \( Pr^P\{P; \eta \neq \diamond P'\} \) and the probability of the latter is the product of the probability of the prefix and the suffix whose probability is captured by \( r^P_P \).

- Consider the loop \( \text{while}(G)\{P\} \). Again we prove this case by induction on the number of iterations that a while-loop performs. Let \( (\text{while}(G)\{P\})^k \) be defined as in the proof of the previous theorem. We show for every \( k \) that

\[ wlp((\text{while}(G)\{P\})^k, f)(\eta) = LExpRew^R,\{ (\text{while}(G)\{P\})^k \}(\eta) . \tag{3} \]

The only difference is now that

\[ wlp((\text{while}(G)\{P\})^{k+1}, f)(\eta) \leq wlp((\text{while}(G)\{P\})^k, f)(\eta) . \]

Using this we again know that the bounded while loop approximates the fixpoint given in Def. 16 (only this time from above). Formally this means

\[ \lim_{k \to \infty} wlp((\text{while}(G)\{P\})^k, f)(\eta) = wlp(\text{while}(G)\{P\}, f)(\eta) . \tag{4} \]

From (3) we know that for every \( k \) \( LExpRew \) behaves identically to \( wlp \). Thus with (4) it follows that

\[ wlp(\text{while}(G)\{P\}, f)(\eta) = LExpRew^R,\{ (\text{while}(G)\{P\}) \}(\eta) . \]

It remains to prove (3). This is done by induction on \( k \). Base case \( (k = 0) \):

\[ wlp((\text{while}(G)\{P\})^0, f)(\eta) \\
= wlp(\text{abort}, f)(\eta) \\
\ast \leq LExpRew^R,\{ \text{abort} \}(\eta) \\
= LExpRew^R,\{ (\text{while}(G)\{P\})^0 \}(\eta) . \]

\( \ast \) was already shown earlier in the case \( \text{abort} \).

Induction hypothesis: equation (3) holds for some unspecified but fixed value of \( k \).
Induction step:

\[ \text{wlp}(\text{while}(G)\{P\})^{k+1}, f)(\eta) \]
\[ = \text{wlp}(\text{if}(G)\{P; (\text{while}(G)\{P\})^k\} \text{else}\{\text{skip}\}, f)(\eta) \]
\[ = (\lfloor G \rfloor \cdot \text{wlp}(P; (\text{while}(G)\{P\})^k), f) + [\neg G] \cdot \text{wlp}(\text{skip}, f) \)(\eta) \]
\[ = \left( \lfloor G \rfloor \cdot \text{LExpRew}_{R, L}^{(\text{while}(G)\{P\})^k} + [\neg G] \cdot \text{LExpRew}_{R, L}^{\text{skip}} \right)(\eta) \]
\[ = \text{LExpRew}_{R, L}^{\text{if}(G)\{P; (\text{while}(G)\{P\})^k\} \text{else}\{\text{skip}\}}(\eta) \]
\[ = \text{LExpRew}_{R, L}^{(\text{while}(G)\{P\})^{k+1}}(\eta) \]

(*) follows from the induction hypothesis and the previously shown cases for skip and sequential composition.

The weakest liberal pre-expectation \( \text{wlp}(P, f) \) is thus the least expected value of \( f \) over any of the result distributions of \( P \) plus the probability that \( P \) does not terminate.

**Example 25. (Duelling cowboys.)** Consider again the duelling cowboys example from Lst. 1. Assume we are interested in the probability that cowboy A wins the duel. In terms of the MDP semantics this means we are interested in

\[ \text{ExpRew}_{\{2, \ast, \ast\}}(\mathcal{M}, r) \models \diamond (\mathcal{M}, r)^{\forall} \]

where \( \mathcal{M} \) is the MDP from Fig. 1 and \( r \) is the reward function that indicates whether cowboy A has won or not, i.e.

\[ r(s) = \begin{cases} 
1 & \text{if } s = (11, A, 0) \\
0 & \text{otherwise}
\end{cases} \]

In this example the MDP is finite and this allows us to compute the desired expected cumulative reward easily. That is, cowboy A wins with probability at least

\[ \frac{(1 - b)a}{a + b - ab} \]

Figure 2 visualises this result. We nicely see how the expected winning chance depends on \( a \) and \( b \). Parametrising our model allows us to carry out a calculation only once and make statements about all possible refinements of the system. According to Theorem 23 we can obtain the same result when applying the expectation transformer mechanism. The following section illustrates how this works.

**5. Analysis**

Although the computation of (liberal) expected rewards on MDPs may be numerically involved, its basic idea is intuitive in principle. However, pGCL
Figure 2: Probability that A wins the duel, depending on $a$ and $b$. Bear in mind that this is the least guaranteed probability that A wins. In the worst case (for A) cowboy B will shoot first and therefore as $b$ tends to 1 the plot goes to 0, i.e. cowboy A has no chances. However for smaller values of $b$ the influence of $a$ increases.

programs will often have an infinite state space in particular due to the infinite domain of the program variables. In that case it is not possible to compute the expected reward on the reward model in general. In contrast to this, the denotational semantics does not depend on the underlying state space but on the structure of the program. In this section we show how to determine a pre-expectation using wp-semantics.

Again let us determine the probability that cowboy A wins the duel. Therefore we choose $[t = A]$ as the post-expectation and determine

$$\text{wp(cowboyDuel, [t = A])}.$$  

Listing 2 shows the program cowboyDuel with annotations.
The program is annotated backwards according to the rules from Def. 15. In line 18 we start with the post-expectation that we are interested in. We finish with the sought probability in line 1. The only non-trivial step is to discover the so-called invariant which appears in lines 6 and 15. But let us assume for the moment that it is given. Then all other annotations are obtained by applying the syntactic rules from Def. 15 and rewriting. We can rewrite the expectation in line 9 into the expectation in line 8 because at this point the program must be in a state where \( c = 1 \) (the loop guard) holds and the expectations are equivalent for all these states. The same applies to expectations in lines 17 and 18 because at that point \( c \neq 1 \) holds. The calculation from line 15 to line 9 was already shown in Example 17. This means that once we have found the aforementioned invariant, the analysis can be automatically carried out by a computer - irrespective of the underlying state space size.

6. Invariants

The annotation in lines 6 and 15 of Lst. 2 which we call an invariant is an expectation that over-approximates the fixed point solution in Def. 15. In the following we use \( \mathcal{I} \) for invariant expectations.

**Definition 26.** (Probabilistic invariant) An expectation \( \mathcal{I} \) is called invariant for a loop \( \text{while}(G)\{P\} \) if

\[
\mathcal{I} \cdot [G] \leq \text{wlp}(P, \mathcal{I}).
\]

In our example, \( \mathcal{I} \) is the expectation in line 6, \( G \) is the loop guard \( c = 1 \) and loop body \( P \) is the code in lines 10–14. In line 8, the expectation represents \( \mathcal{I} \cdot [G] \) and line 9 is \( \text{wlp}(P, \mathcal{I}) \). Clearly, (5) is satisfied in our example.

6.1. Standard Invariants

Before we elaborate more on invariants for probabilistic programs, let us consider invariants for traditional, non-probabilistic programs and how they are used. For this we remind the reader of the non-probabilistic version of Def. 26 along the lines of [1].

**Definition 27.** (Standard invariant) A predicate \( \mathcal{I} \) is called invariant for a loop \( \text{while}(G)\{P\} \) if

\[
\mathcal{I} \wedge G \Rightarrow \text{wlp}(P, \mathcal{I}).
\]
I. Note that G appears in the premise because we restrict our attention to states from which the loop will perform (at least) one iteration. States characterised by I ∧ ¬G are irrelevant because the loop will be skipped and one can trivially conclude that at the end of the loop’s execution I is still true. Since (6) has to be satisfied on every iteration of the loop it follows that any execution beginning in a state that satisfies the invariant will terminate in a state that again satisfies the invariant (or the execution of the loop does not terminate). This property is colloquially summarised as “the set of states characterised by I is not left by the execution of the loop”.

The key motivation for invariant annotations is that they establish the following relationship:

I ⇒ wlp(while(G){P}, I ∧ ¬G).

This relationship is called partial correctness. It means that every execution of the loop from a state satisfying the invariant can only terminate in a state that also satisfies the invariant and violates the guard G. The correctness is partial because it is possible that there are some executions which never terminate. In a separate proof, e.g. using a loop variant, one can establish that the loop terminates when started in some state in I. This gives us total correctness:

I ⇒ wp(while(G){P}, I ∧ ¬G).

In practice one usually wants to prove that given some precondition pre before the beginning of the loop, the postcondition post will hold after the loop’s execution. The straightforward way is to show this by directly applying wp semantics, i.e. proving

pre ⇒ wp(while(G){P}, post).

But it turns out to be hard because this requires to find the least fixed point of the loop with respect to post. Although that fixed point is mathematically well-defined it often is difficult to compute it in practice. Instead it usually⁴ is easier to

1. find a predicate I such that

pre ⇒ I and I ∧ ¬G ⇒ post,

2. show I is invariant for the loop while(G){P}, cf. Def. 27 and

3. prove that the loop terminates from any state in I ∧ G.

Via this detour the same relation between pre and post is established as

pre ⇒ I ⇒ wp(while(G){P}, I ∧ ¬G) and I ∧ ¬G ⇒ post.

⁴One can construct a loop and pre- and postconditions such that the alternative approach turns out to be as hard as finding the fixed point. In practice however there is a big difference.
6.2. Probabilistic Invariants

Let us now return to probabilistic programs. In the probabilistic setting, we use an invariant \( I \) in the same way but this time it is an expectation. The post-expectation \( I \cdot [\neg G] \) has the pre-expectation \( I \).

However there is a crucial difference between non-probabilistic and probabilistic programs. Once we have shown that the loop in a non-probabilistic program terminates we have at the same time established that the set of reachable states is finite. This is because in a non-probabilistic program there may be several different executions from a given state due to non-determinism but the proof of termination shows that there are only finitely many emanating executions and each of them has finite length. For probabilistic programs the situation is somewhat different. Consider the example in Lst. 3 below.

Listing 3: Symmetric random walk over \( \mathbb{N} \) with absorbing barrier at zero [4].

```plaintext
1 n := 1;
2 while(n != 0){
3    (n := n - 1 [0.5] n := n + 1);
4 }
```

This loop will terminate with probability one\(^5\) because the probability of an infinite walk is zero. However there exist infinitely many different walks of finite length from the initial state. Each of these walks has a positive probability. To convince ourselves that this indeed makes a difference we choose the invariant \( I = n \). It does satisfy Def. 26. Hence,

\[
\begin{align*}
\mathbb{E}[n] & \leq \wp(\text{while}(n \neq 0) \{n := n - 1 [0.5] n := n + 1\}, n[n = 0]) \\
\end{align*}
\]

And we have already shown that the loop terminates almost surely. We could therefore falsely conclude that

\[
\begin{align*}
\mathbb{E}[n] & \leq \wp(\text{while}(n \neq 0) \{n := n - 1 [0.5] n := n + 1\}, n[n = 0]) \\
\end{align*}
\]

This would “prove” that the expected value of \( n[n = 0] \) depends on the initial value of \( n \) and in the given example it is one. This of course is wrong as \( n[n = 0] \) is zero everywhere. It is a nice exercise to compute the fixed point of this loop w.r.t. \( n \). It gives a function that evaluates to zero for every \( n \) which coincides with the intuition that the expected outcome, in fact the only possible one, is zero. This also nicely shows that establishing termination is not the same as establishing termination with probability one.

In conclusion, given a probabilistic loop \( \text{while}(G) \{P\} \) and a post-expectation \( post \), we can establish an upper bound for pre-expectation \( pre \) if we

1. find an expectation \( I \) such that
   \[
   pre \leq I \quad \text{and} \quad I \land \neg G \leq post
   \]

\(^5\)Also referred to as almost sure termination.
2. show \( I \) is invariant for the loop \( \text{while}(G)\{P\} \), cf. Def. 26,
3. prove that the loop terminates from any state in \( G \) with probability one and
4. either show that from every initial state of the loop only a finite state space is reachable
   or make sure that \( I \) is bounded from above by some fixed constant
   or show that \( \text{wp}(P,I\cdot[G]) \) tends to zero as the number of iterations tends to infinity.

The last item gives sufficient conditions to make reasoning with invariants sound for probabilistic programs [4, pp. 71-72].

Even though we argue that finding invariants and proving termination separately is easier than computing the least fixed point of the loop directly, it still remains a hard task to find a non-trivial invariant. Trivial invariants are constant functions such as 0 or 1 which are invariant for every loop but will hardly be useful for calculating an expectation. The invariant generation process is a topic on its own and beyond the scope of this paper. For probabilistic programs we have developed a constraint-based approach to generate invariants [19]. These ideas were implemented in our recently developed prototype tool PrinSys [12]. It helps the user to find invariants for probabilistic programs semi-automatically. For instance, it was applied to our running example, the duelling cowboys, to calculate cowboy A’s winning probability in Sect. 5.

In the rest of this section we apply our theoretical set-up to obtain an operational view of invariants for probabilistic systems.

6.3. Characterising invariants operationally

Recall that invariants for non-probabilistic programs are predicates, and they characterise the set of states that is never left by a loop as discussed before. This yields a straightforward operational characterisation of invariants: in a transition system that represents the loop we can identify a set of states with the property that one iteration of the loop started in such a state will end in this set again. If we can describe this set by a predicate this predicate will satisfy Def. 27.

For probabilistic programs the situation is more complicated. Invariants are expectations and not predicates and therefore do not necessarily characterise states. Instead they assign values to states such that an execution of the loop body started from a state with value \( e \) will on average end in a state with a value no less than \( e \) (if the execution terminates at all). Thus invariants establish lower bounds on pre-expectations. In fact, this idea generalises standard invariants which can be represented as \( \{0, 1\} \)-valued expectations.

Theorem 24 allows us to give an operational interpretation to invariants for probabilistic programs in terms of MDPs. Given an MDP for a \( \text{while} \) loop that is constructed according to the rules in Table 1 we can characterise an invariant in the following way:

**Corollary 28.** (Operational interpretation of quantitative loop invariants.) An expectation \( I \) is invariant for the loop \( \text{while}(G)\{P\} \) if in
\[ M_\forall \text{while}(G)\{P\} \] for any state \( s \) of the form \( \langle P; \text{while}(G)\{P\}; \rangle \):
\[
I(\eta) \leq L\text{ExpRew}_R^\Delta P(\langle P; \rangle \models \Diamond P') .
\]

Intuitively this formula requires that the liberal expected reward w.r.t. the execution of the loop body \( P \) and the post-expectation \( I \) is bounded from below by \( I \). Corollary 28 is an immediate consequence of Def. 26 and Thm. 24. On the left hand side we evaluate \( I \) on \( \eta \) in those states where the loop has just been entered. This corresponds to the left hand side of the inequality in Def. 26. For the right hand side we have applied Thm. 24 to the right hand side of Def. 26. Thus the operational characterisation of invariants requires an expectation to meet a set of inequality constraints. Any expectation that is a solution to this set of constraints will satisfy Def. 26 as well. The difference between Def. 26 and Cor. 28 is that the former gives one inequality between two functions and this inequality is obtained by applying the \( \text{wlp} \) calculus while the latter gives one inequality for every possible initial state of the loop and each inequality is obtained by calculating a reachability objective in an MDP.

Below is an example for two different expectation functions, one of which is invariant and the other is not.

**Example 29. (Invariants)**

Both MDPs represent the loop from our running example in Lst. 1. Here the solid black states are of the form \( \langle P; \text{while}(G)\{P\}, \eta \rangle \) and the grey shaded states are the ones where one iteration of the loop has finished.

Let us once again consider the expectation
\[
f = [t = A \land c = 0] \cdot 1 + [t = A \land c = 1] \cdot \frac{a}{a + b - ab} + [t = B \land c = 1] \cdot \frac{(1 - b)a}{a + b - ab} .
\]
We evaluate this expectation in the black and grey states of the left MDP. According to Cor. 28 the following two inequalities have to be checked:

\[
f(A, 1) = \frac{a}{a + b - ab} \leq \frac{a}{a + b - ab}
= a \cdot 1 + (1 - a) \cdot \frac{(1 - b)a}{a + b - ab}
= a \cdot f(A, 0) + (1 - a) \cdot f(B, 1) \quad \checkmark
\]

\[
f(B, 1) = \frac{(1 - b)a}{a + b - ab} \leq \frac{(1 - b)a}{a + b - ab}
= b \cdot 0 + (1 - b) \cdot \frac{a}{a + b - ab}
= b \cdot f(B, 0) + (1 - b) \cdot f(A, 1) \quad \checkmark
\]

Both are fulfilled and hence \( f \) is invariant.

Now let us choose a different expectation, for instance

\[
g = [t = A] \cdot c .
\]

The expectation \( g \) is evaluated on the black and grey states of the right MDP and the inequalities given by Cor. 28 become:

\[
g(A, 1) = 1 \nleq 0
= a \cdot 0 + (1 - a) \cdot 0
= a \cdot g(A, 0) + (1 - a) \cdot g(B, 1) \times
\]

\[
g(B, 1) = 0 \leq 1 - b
= b \cdot 0 + (1 - b) \cdot 1
= b \cdot g(B, 0) + (1 - b) \cdot g(A, 1) \checkmark
\]

We find out that \( g \) is not invariant because the inequality corresponding to state \( \langle 4, A, 1 \rangle \) does not hold.

In this section we have discussed the purpose of invariants and their properties. Furthermore we have shown an operational characterisation for invariants for probabilistic programs. As mentioned above, in other work [19] we have developed a technique to support the semi-automatic discovery of loop invariants which can be used to verify probabilistic properties of while loops.

7. Conclusion

This paper provides a formal connection between the expectation transformer semantics of pGCL by McIver and Morgan [4] and a simple operational semantics using (parametric) MDPs. This yields an insightful relationship between semantics used for deductive reasoning for probabilistic programs and the notion of a computation in terms of an MDP. Our approach assigns rewards to
terminal states (only), and establishes that expected cumulative rewards correspond to wp-semantics. A slight variant of expected rewards yields a connection to the wlp-semantics.

The presented operational semantics provides a connection to model-checking algorithms for MDPs. In case a pGCL program yields a finite (parameterised) MDP, expected cumulative rewards (and thus weakest pre-expectations) can be computed by solving rational functions [20]. Future research will focus on exploiting results on the analysis of infinite MDPs (such as one-counter MDPs) to the verification of pGCL programs.
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Appendix A. Proofs

In the proofs of Theorems 23 and 24 we rely on the fact that the \( wp \) and \( wlp \) semantics of a loop can be seen as the limit of a loop that may perform only \( n \) steps where \( n \) tends to infinity. This is a consequence of one of the renowned fixed point theorems. In [18] the authors discuss several similar fixed point theorems due to Kleene, Knaster and Tarski. We justify our proof by what they propose as the "folk theorem":

**Theorem 30. (Theorem 3 in [18])** Every continuous function \( F \) over a cpo has a least fixed point which is \( \mathrm{lub}_{n \in \mathbb{N}} \{ F^n(\bot) \} \).

Note that "continuous" means Scott-continuous here. In the following we define the necessary notions to understand the theorem and subsequently show that our expectation transformer \( wp(P, \cdot) \) is indeed a Scott-continuous function. Hence we can characterise the behaviour of a loop by the supremum\(^6\) over the behaviours of bounded loops. Finally, since \( wp((\text{while}(G)\{P\})^k, \cdot) \) is monotonically increasing we can exchange supremum for limit. Analogously, \( wlp((\text{while}(G)\{P\})^k, \cdot) \) is monotonically decreasing and the infimum can be replaced by the limit as well.

The first necessary notion is that of a directed set.

**Definition 31. (Directed set)** A non-empty set \( D \) is directed if for all \( x, y \in D \), there exists \( z \in D \) such that \( z \geq x \) and \( z \geq y \).

The expectation space \( (E, \leq) \) (cf. Def. 14, page 10) is directed because for any two expectations we can find an expectation which is (pointwise) greater than both, for example by taking their pointwise supremum.

**Definition 32. (Complete partial order)** A set \( C \) is a (directed) complete partial order (cpo) if for every directed subset \( D \subseteq C \) the supremum of \( D \) exists and lies in \( C \).

\((E, \leq)\) is not a cpo in general because there is no top element. Hence infinitely ascending chains are possible in \((E, \leq)\). So for technical reasons we assume there is a top element \( \infty \) in \( E \) such that for any directed subset \( D \) of expectations we can take the pointwise supremum which again is in \( E \). Alternatively we may restrict ourselves to \( pGCL \) programs for which we can prove that a bounded post-expectation will always be transformed to a bounded pre-expectation. This alternative approach is taken in [4].

Note that Thm. 30 above requires a bottom element \( \bot \) in the cpo. In the domain of expectations this is the constant 0 function.

**Definition 33. (Scott-Continuous Function)** Let \( C, C' \) be cpo’s. A function \( F : C \to C' \) is Scott-continuous if

- for all directed subsets \( D \subseteq C \), the image \( F(D) \) is directed and

---

\(^6\)Least upper bound (lub) and supremum (sup) mean the same.
\[ F(\sup D) = \sup F(D) \]

This concludes our introduction of necessary definitions and we can now prove the following lemma that justifies the application of Thm. 30 in the proof of Thm. 23 (and similarly Thm. 24).

**Lemma 34. (Continuity of expectation transformers)**

For every pgCL program \( P \) the expectation transformer \( \wp(P; \cdot) \) is a Scott-continuous function over \((E, \leq)\). The same holds for \( \wlp(P; \cdot) \).

**Proof:** The first point of Def. 33 follows immediately from monotonicity of \( \wp(P; \cdot) \).

It remains to show that for any directed subset \( D \) of expectations

\[
\wp(P, \sup f) = \sup_{f \in D} \wp(P, f) .
\]

The proof is carried out by induction on the structure of the program \( P \).

**Induction base:**

- \( P = \text{skip} \):
  \[
  \wp(\text{skip}, \sup f) = \sup_{f \in D} f = \sup_{f \in D} \wp(\text{skip}, f) .
  \]
- \( P = \text{abort} \):
  \[
  \wp(\text{abort}, \sup f) = 0 = \sup_{f \in D} \wp(\text{abort}, f) .
  \]
- Let \( P \) be an assignment \( x := E \):
  \[
  \wp(x := E, \sup f) = \left( \sup_{f \in D} f \right)[x/E]
  \geq \sup_{f \in D} (f[x/E])
  = \sup_{f \in D} \wp(x := E, f) .
  \]

For (*) observe that one can construct the supremum expectation and then substitute \( x \) for the expression \( E \) or first do the substitution and then construct (the same) pointwise supremum.

**Induction hypothesis:** assume that for program \( P \) (and analogously for \( Q \))

\[
\wp(P, \sup f) = \sup_{f \in D} \wp(P, f) .
\]

**Induction step:**
• Consider the sequential composition $P; Q$:

$$wp(P; Q, \sup_{f \in D} f) = wp(P, wp(Q, \sup_{f \in D} f))$$

$$\overset{I:H}{=} wp(P, \sup_{f \in D} wp(Q, f))$$

$$\overset{I:H}{=} \sup_{f \in D} wp(P, wp(Q, f))$$

• Consider the probabilistic choice $P[p] Q$ (this also covers conditional choice because it can be rewritten as $P[[G]] Q$):

A property of $\sup$ immediately provides an inequality:

$$wp(P[p] Q, \sup_{f \in D} f) = p \cdot wp(P, \sup_{f \in D} f) + (1 - p) \cdot wp(Q, \sup_{f \in D} f)$$

$$\overset{I:H}{=} \sup_{f \in D} (p \cdot wp(P, f)) + \sup_{f \in D} ((1 - p) \cdot wp(Q, f))$$

$$\geq \sup_{f \in D} (p \cdot wp(P, f) + (1 - p) \cdot wp(Q, f))$$

$$= \sup_{f \in D} wp(P[p] Q, f) .$$

We can strengthen the inequality to equality. Assume for the purpose of contradiction that

$$\sup_{f \in D} (p \cdot wp(P, f) + (1 - p) \cdot wp(Q, f))$$

$$< \sup_{f \in D} (p \cdot wp(P, f)) + \sup_{f \in D} ((1 - p) \cdot wp(Q, f)) .$$

Then by definition of $\sup$ there must exist $g_1, g_2 \in D$ for which this strict inequality holds.

$$\sup_{f \in D} (p \cdot wp(P, f) + (1 - p) \cdot wp(Q, f))$$

$$< p \cdot wp(P, g_1) + (1 - p) \cdot wp(Q, g_2)$$

$$\leq p \cdot wp(P, h) + (1 - p) \cdot wp(Q, h)$$

$$\leq \sup_{f \in D} (p \cdot wp(P, f) + (1 - p) \cdot wp(Q, f))$$ Contradiction!

Where in (*) we use that $D$ is directed and therefore there is an $h \in D$ with $g_1 \leq h$ and $g_2 \leq h$. And since $wp(P, \cdot)$ is monotonous for any $P$, the summands cannot decrease and hence the sum cannot decrease which gives the (non-strict) inequality.

• Consider the non-deterministic choice $P || Q$. The proof for this case goes along the same lines as for probabilistic choice: A property of $\sup$ imme-
diately provides an inequality:

\[
wp(P \parallel Q, \sup f) = \min_{f \in D} \left\{ wp(P, \sup f), wp(Q, \sup f) \right\}
\]

\[\overset{I:H}{=} \min_{f \in D} \left\{ \sup wp(P, f), \sup wp(Q, f) \right\}\]

\[\geq \sup_{f \in D} \{ wp(P, f), wp(Q, f) \}\]

\[= \sup_{f \in D} wp(P \parallel Q, f) .\]

We can strengthen the inequality to equality. Assume for the purpose of contradiction that

\[\sup_{f \in D} \{ wp(P, f), wp(Q, f) \} < \min_{f \in D} \left\{ \sup wp(P, f), \sup wp(Q, f) \right\} .\]

Then by definition of sup there must exist \(g_1, g_2 \in D\) for which this strict inequality holds.

\[
\sup_{f \in D} \{ wp(P, f), wp(Q, f) \} < \min_{f \in D} \left\{ \sup wp(P, f), \sup wp(Q, f) \right\} .
\]

Contradiction!

- Consider the loop while(G)[P].

In Def. 15, the semantics of the loop (w.r.t. a post-expectation \(f\)) were defined as the least fixed point of a function

\[F(X) = [G] \cdot wp(P, X) + [\neg G] \cdot f\]

For the sake of notation we additionally define:

\[F_{\sup}(X) = [G] \cdot wp(P, X) + [\neg G] \cdot \sup_{f \in D} f .\]

By the induction hypothesis \(F(X)\) is Scott-continuous in \(X\). Therefore we can apply Thm. 30:

\[\mu X. F(X) = \sup_{n \in \mathbb{N}} F^n(0)\]
Using this we deduce:

\[
wp(\text{while}(G)\{P\}, \sup f) = \sup_{f \in D} F^n_{\sup}(0) \\
= \sup_{n \in \mathbb{N}} (\sup F)^n(0) \\
= \sup_{n \in \mathbb{N}} \sup_{f \in D} F^n(0) \\
= \sup_{f \in D} \sup_{n \in \mathbb{N}} F^n(0) \\
= \sup_{f \in D} wp(\text{while}(G)\{P\}, f)
\]

For (*) one can show that \((\sup_{f \in D} F)^n(0) = \sup_{f \in D} F^n(0)\) by induction on \(n\) using the definition of \(F\), directedness of \(D\) and continuity of \(wp(P, \cdot)\) as per induction hypothesis.

The equality in (**) can be established by applying the suprema to \(F^n(0)\) one by one and showing inequality in both directions. The existence of these suprema is a consequence of the induction hypothesis which gives us the continuity of \(F\) and Thm. 30.

The \(wlp\)-semantics for a loop is defined as the greatest fixed point solution of an equation, cf. Def. 16. We can adapt the proof above to \(wlp(P, \cdot)\), if we reverse the direction of the directed set of expectations and bound expectation functions from above by 1 (as in the Def. 16). The semantics of the loop will be the limit of \(F^n(1)\) (where the constant expectation function 1 is the top element in the reversed cpo).

Remark 35. (Continuity proofs) Continuity was proven for regular transformers of expectations over finite and countable state spaces [4]. Our result generalises to uncountable state spaces but restricts to \(pGCL\) programs which induce a subset of regular transformers.
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Abstract

In this paper, we investigate the semantic intricacies of conditioning in probabilistic programming, a major feature, e.g., in machine learning. We provide a quantitative weakest pre-condition semantics. In contrast to all other approaches, non-termination is taken into account by our semantics. We also present an operational semantics in terms of Markov models and show that expected rewards coincide with quantitative pre-conditions. A program transformation that entirely eliminates conditioning from programs is given; the correctness is shown using our semantics. Finally, we show that an inductive semantics for conditioning in non-deterministic probabilistic programs cannot exist.
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1 Introduction

In recent years, interest in probabilistic programming has rapidly grown [9,11]. This is due to its wide applicability, for example in machine learning for describing distribution functions; Bayesian inference is pivotal in their analysis. It is used in security for describing both cryptographic constructions such as randomized encryption and experiments defining security properties [4]. Probabilistic programs, being extensions of familiar notions, render these fields accessible to programming communities. A rich palette of probabilistic programming languages exists including Church [8] as well as modern approaches like probabilistic C [23], Tabular [10] and R2 [22].

Probabilistic programs are sequential programs having two main features: (1) the ability to draw values at random from probability distributions, and (2) the ability to condition the value of variables in a program through so-called observations. The semantics of languages without conditioning is well-understood: In his seminal work, Kozen [19] considered denotational semantics for probabilistic
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programs without non–determinism or observations. One of these semantics—the expectation transformer semantics—was adopted by McIver and Morgan [21], who added support for non–determinism; a corresponding operational semantics is given in [13]. Other relevant works include probabilistic power–domains [17], semantics of constraint probabilistic programming languages [15,14], and semantics for stochastic λ–calculi [26].

Semantic intricacies. The difficulties that arise when program variables are conditioned through observations is less well–understood. This gap is filled in this paper. Previous work on semantics for programs with observe statements [22,16] do neither consider the possibility of non–termination nor the powerful feature of non–determinism. In contrast, we thoroughly study a more general setting which accounts for non–termination by means of a very simple yet powerful probabilistic programming language supporting non–determinism and observations. Let us first analyze a few examples illustrating the different problems. We start with the problem of non–termination; consider the two program snippets

\[ x := 2 \quad \text{and} \quad \{ x := 2 \} \cdot 1/2 \cdot \{ \text{abort} \} . \]

The program on the left just assigns the value 2 to the program variable \( x \), while the program on the right tosses a fair coin—which is modeled through a probabilistic choice—and depending on the outcome either performs the same variable assignment or diverges due to the abort instruction. The semantics given in [22,16] does not distinguish these two programs and is only sensible in the context of terminating programs. A programmer writing only terminating programs is already unrealistic in the non–probabilistic setting. Our semantics does not rely on the assumption that programs always terminate and is able to distinguish these two programs.

To discuss observations, consider the program snippet \( P_{\text{obs}} \)

\[ \{ x := 0 \} \cdot 1/2 \cdot \{ x := 1 \} ; \text{observe} \ (x=1), \]

which assigns zero to the variable \( x \) with probability \( 1/2 \) while \( x \) is assigned one with the same likelihood, after which we condition to the outcome of \( x \) being one. The observe statement blocks all invalid runs violating its condition and renormalizes the probabilities of the remaining valid runs. This differs, e.g., from program annotations like (probabilistic) assertions [25] as we will see later. The interpretation of the program is the expected outcome conditioned on the valid runs. For \( P_{\text{obs}} \), this yields the outcome \( 1 \cdot 1 \)—there is one valid run that happens with probability one, with \( x \) being one.

More involved problems arise when programs are infeasible meaning all runs are blocked. Consider a slight variant of the program above, called \( P_{\text{obs}2} \):

\[ \{ x := 0 ; \text{observe} \ (x=1) \} \cdot 1/2 \cdot \{ x := 1 ; \text{observe} \ (x=1) \} \]

The left branch of the probabilistic choice is infeasible. Is this program equivalent to the sample program \( P_{\text{obs}} \)? It will turn out that this is the case, meaning that setting an infeasible program into context can render it feasible.

The situation becomes more complicated when considering loopy programs that
may diverge. Consider the following two programs:

\[ P_{\text{div}} : x := 1; \text{while}(x=1)\{x := 1\} \]
\[ P_{\text{andiv}} : x := 1; \text{while}(x=1)\{\{x := 1\} [1/2] \{x := 0\}; \text{observe}(x=1)\} \]

Program \( P_{\text{div}} \) diverges as \( x \) is set to one in every iteration. This yields a null expected outcome. Due to the conditioning on \( x=1 \), \( P_{\text{andiv}} \) has just a single (valid)—non–terminating—run, but this run almost surely never happens, i.e. it happens with probability zero. The conditional expected outcome of \( P_{\text{andiv}} \) can thus not be measured. Our semantics can distinguish these programs while programs with (probabilistic) assertions must be loop–free to avoid similar problems [25]. Other approaches insist on the absence of diverging loops [5]. Neither of these assumptions are realistic.

**Non–determinism** is a powerful means to deal with unknown information, as well as to specify abstractions in situations where implementation details are unimportant. This feature turns out to be intricate in combination with conditioning. Consider the program \( P_{\text{nondet}} \)

\[ \{\{x := 5\} \Box \{x := 2\}\} [1/4] \{x := 2\}; \text{observe}(x>3), \]

where with probability \(1/4\), \( x \) is set either to 5 or to 2 non–deterministically (denoted \( \{x := 5\} \Box \{x := 2\}\)), while \( x \) is set to 2 with likelihood \(3/4\). Resolving the non–deterministic choice in favor of setting \( x \) to five yields a conditional expectation of 5 for \( x \), obtained as \( 5 \cdot \frac{1}{4} \) rescaled over the single valid run of \( P_{\text{nondet}} \). Taking the right branch however induces two invalid runs due to the violation of the condition \( x>3 \), yielding a non–measurable conditional outcome.

**Contributions.** The above issues—non–termination, loops, and non–determinism—indicate that conditioning in probabilistic programs is far from trivial. This paper presents a thorough semantic treatment of conditioning in a probabilistic extension of Dijkstra’s guarded command language (known as pGCL [21]), an elementary though foundational language that includes (amongst others) parametric probabilistic choice. We take several semantic viewpoints.

We first provide a conditional version of a weakest pre–condition (wp) semantics à la [21]. This is typically defined inductively over the structure of the program. We show that combining both non–determinism and conditioning cannot be treated in this manner. To treat possibly non–terminating programs, due to e.g., diverging loops or abortion, this is complemented by a weakest liberal pre–condition (wlp) semantics. Moreover, our w(l)p semantics is backward compatible with the original pGCL semantics for programs without conditioning; this does not apply to alternative approaches such as R2 [22].

Furthermore, Markov Decision Processes (MDPs) [24] are used as the basis for an operational semantics. This semantics is simple and elegant while covering all aforementioned phenomena, including non–determinism. We show that conditional

---

\[1\] As stated in [11], “representing and inferring sets of distributions is more complicated than dealing with a single distribution, and hence there are several technical challenges in adding non–determinism to probabilistic programs”.

---
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expected rewards in the MDP–semantics correspond to (conditional) wp in the denotational semantics, extending a similar result for pGCL [13].

Finally, we present a program transformation which entirely eliminates conditioning from any program and prove its correctness using our semantics.

Summarized, after introducing pGCL (Section 2), we give a denotational semantics for fully probabilistic programs (Section 3). We provide the first operational semantics for imperative probabilistic programming languages with conditioning and both probabilistic and non–deterministic choice (Section 4). Our semantics enables us to prove the correctness of a program transformation that eliminates observe statements (Section 5). Finally, we show that it is not possible to provide an inductive semantics for programs that include both conditioning and non–determinism (Section 6).

An extended version of this paper including all proofs and further program transformations for eliminating observe statements is available in [12].

2 The Programming Language

In this section we briefly present the probabilistic programming language used for our development. The language is an extension of the probabilistic guarded command language (pGCL) of McIver and Morgan [21]. The original pGCL is given by syntax

\[ \mathcal{P} := \text{skip} \mid \text{abort} \mid x := E \mid \mathcal{P} ; \mathcal{P} \mid \text{ite}(G) \{ \mathcal{P} \} \{ \mathcal{P} \} \mid \{ \mathcal{P} \} [p] \{ \mathcal{P} \} \mid \{ \mathcal{P} \} \sqcap \{ \mathcal{P} \} \mid \text{while}(G) \{ \mathcal{P} \} \]

and constitutes a plain extension of Dijkstra’s guarded command language (GCL) [7] with a binary probabilistic choice operator. Here, \( x \) belongs to \( \mathcal{V} \), the set of program variables; \( E \) is an arithmetical expression over \( \mathcal{V} \); \( G \) a Boolean expression over \( \mathcal{V} \); and \( p \) a real–valued parameter with domain \([0, 1]\). Most of the pGCL instructions are self–explanatory; we elaborate only on the following: \( \{ \mathcal{P} \} [p] \{ \mathcal{Q} \} \) is a probabilistic choice where program \( \mathcal{P} \) is executed with probability \( p \) and program \( \mathcal{Q} \) with probability \( 1–p \); \( \{ \mathcal{P} \} \sqcap \{ \mathcal{Q} \} \) is a non–deterministic choice between \( \mathcal{P} \) and \( \mathcal{Q} \); finally \text{abort} is syntactic sugar for the diverging program \text{while} (true) \{ \text{skip} \}.

To model probabilistic programs with conditioning we extend pGCL with observations, leading to the conditional pGCL (cpGCL). At the syntactic level, an observation is introduced with the instruction \text{observe} (\( G \)), \( G \) being a Boolean expression over \( \mathcal{V} \). The effect of such an instruction is to block all invalid program executions violating \( G \) and rescale the probability of the remaining executions so that they sum up to one.

As an illustrative example consider the following pair of programs:

\[
\begin{align*}
P_1: & \quad \{ x := 0 \} [p] \{ x := 1 \}; \{ y := 0 \} [q] \{ y := -1 \} \\
P_2: & \quad \{ x := 0 \} [p] \{ x := 1 \}; \{ y := 0 \} [q] \{ y := -1 \}; \text{observe } (x+y=0)
\end{align*}
\]

Program \( P_1 \) admits all (four) runs, two of which satisfy \( x=0 \); for this program the probability of \( x=0 \) is \( p \). Program \( P_2 \)—due to the \text{observe} statement requiring \( x+y=0 \)—admits only two runs, only one of them satisfying \( x=0 \); for this program
the probability of \( x=0 \) is \( \frac{pq}{pq+(1−p)(1−q)} \).

Note that there exists a connection between the \texttt{observe} statement used in our work and the well-known \texttt{assert} statement. Both statements \texttt{observe} (\( G \)) and \texttt{assert} (\( G \)) block all runs violating \( G \). The crucial difference, however, is that \texttt{observe} (\( G \)) normalizes the probability of the unblocked runs while \texttt{assert} (\( G \)) does not, yielding then a sub-distribution of total mass possibly less than one \([20,4]\).

### 3 Denotational Semantics for Conditional pGCL

In this section we recall the expectation transformer semantics of pGCL and extend it to conditional programs in the fully probabilistic fragment of cpGCL.

#### 3.1 Expectation Transformers in pGCL

Expectation transformers are a quantitative version of predicate transformers \([7]\) used to endow probabilistic pGCL programs a formal semantics. Loosely speaking, they capture the average or expected outcome of a program, measured w.r.t. a utility or reward function over the set of final states. To make this more precise, let \( S \) be the set of program states, where a \textit{program state} is a variable valuation. Now assume that \( P \) is a \textit{fully probabilistic} program, i.e. a program without non-deterministic choices. Intuitively, we can think of \( P \) as a mapping from an initial state \( \sigma \in S \) to a distribution of final states \( [P](\sigma) \); its formal semantics is captured by a transformer \( \wp[P] \), which acts as follows: Given a random variable \( f : S \to \mathbb{R}_{\geq 0} \), \( \wp[P](f) \) maps every initial state \( \sigma \) to the expected value \( E[P](\sigma)(f) \) of \( f \) with respect to the distribution of final states \( [P](\sigma) \). Symbolically,

\[
\wp[P](f)(\sigma) = E[P](\sigma)(f).
\]

In particular, if \( f = \chi_A \) is the characteristic function of some event \( A \), \( \wp[P](f) \) retrieves the probability that the event occurred after the execution of \( P \). (Moreover, if \( P \) is a deterministic program in GCL, \( E[P](\sigma)(\chi_A) \) is \( \{0,1\} \)-valued and we recover the ordinary notion of predicate transformers introduced by Dijkstra \([7]\).)

For a program \( P \) including non-deterministic choices, the execution of \( P \) yields a set of final distributions. To account for this, we assume that \( \wp[P](f)(\sigma) \) gives the tightest lower bound \( \inf_{\mu \in [P](\sigma)} E[\mu](f) \) for the expected value of \( f \). This corresponds with the notion of a demonic adversary resolving the non-deterministic choices.

We follow McIver and Morgan \([21]\) and use the term \textit{expectation} to refer to a random variable mapping program states to real values. The expectation transformer \( \wp \) then transforms a post-expected \( f \) into a pre-expected \( \wp[P](f) \) and can be defined by induction on the structure of \( P \), following the rules in Figure 1. The transformer \( \wp \) also admits a liberal variant \( \wp^l \), which differs from \( \wp \) in the way in which non-termination is treated.

Formally, the transformer \( \wp \) operates on \textit{unbounded expectations} in \( E = S \to \mathbb{R}_{\geq 0}^\infty \) and \( \wp^l \) operates on \textit{bounded expectations} in \( E_{\leq 1} = S \to [0,1] \). Here \( \mathbb{R}_{\geq 0}^\infty \) denotes the set of non-negative real values with the adjoined \( \infty \) value. In order to guarantee the well-definedness of \( \wp \) and \( \wp^l \) we need to provide \( E \) and \( E_{\leq 1} \) the structure of a directed-complete partial order. Expectations are ordered pointwise,
i.e. \( f \equiv g \) iff \( f(\sigma) \leq g(\sigma) \) for every state \( \sigma \in S \). The least upper bound of directed subsets is also defined pointwise.

In the remainder we make use of the following notation related to expectations. We use bold fonts for constant expectations, e.g. \( 1 \) denotes the constant expectation 1. Given an arithmetical expression \( E \) over program variables we simply write \( E \) for the expectation that in state \( \sigma \) returns \( \sigma(E) \). Given a Boolean expression \( G \) over program variables we use \( \chi_G \) to denote the \( \{0,1\} \)-valued expectation that returns 1 if \( \sigma \models G \) and 0 otherwise.

### 3.2 Conditional Expectation Transformers

We now study how to extend the notion of expectation transformers to conditioned probabilistic programs without non-determinism in \( \text{cpGCL} \). To illustrate the intuition behind our solution, consider the following scenario: Assume we want to measure the probability that some event \( A \) occurs after the execution of a conditioned program \( P \). Since \( P \) contains observations, its execution leads to a conditional distribution \( \mu_{|O} \) of final states. Now the conditional probability that \( A \) occurs (given that \( O \) occurs) is given as the quotient of the probabilities \( \Pr[\mu \in A \land O] \) and \( \Pr[\mu \in O] \). Motivated by this observation, we introduce an expectation transformer \( \text{cwp}[] : \mathbb{E} \times \mathbb{E}_{\leq 1} \rightarrow \mathbb{E} \times \mathbb{E}_{\leq 1} \), whose application \( \text{cwp}[P](\chi_A,1) \) will yield the desired pair of probabilities \((\Pr[\mu \in A \land O], \Pr[\mu \in O])\). We are only left to define a transformer \( \text{cwp}[P] \) that computes the corresponding quotient. Formally, we let

\[
\text{cwp}[P](f) \triangleq \frac{\text{cwp}_1[P](f,1)}{\text{cwp}_2[P](f,1)},
\]

where \( \text{cwp}_1[P](f,g) \) (resp. \( \text{cwp}_2[P](f,g) \)) denotes the first (resp. second) component of \( \text{cwp}[P](f,g) \). If \( \text{cwp}_2[P](f,1)(\sigma) = 0 \), then \( \text{cwp}[P](f) \) is not well-defined in \( \sigma \) (in the same way as the conditional probability \( \Pr(A \mid B) \) is not well-defined \(^2\) when \( \Pr(B) = 0 \) and we say that program \( P \) is infeasible from state \( \sigma \), meaning that all its executions are blocked by observations.

As so defined, \( \text{cwp}[P](f) \) represents the weakest conditional pre-expectation of \( P \) with respect to post-expectation \( f \) and \( \text{cwp}[] \) generalizes the transformer \( \text{wp}[] \) to conditioned programs. The weakest liberal conditional pre-expectation \( \text{cwlp}[P](f) \) is defined analogously, in terms of the transformer \( \text{cwlp}[P] : \mathbb{E}_{\leq 1} \times \mathbb{E}_{\leq 1} \rightarrow \mathbb{E}_{\leq 1} \times \mathbb{E}_{\leq 1} \).

We are only left to provide definitions for \( \text{cwp}[P] \) and \( \text{cwlp}[P] \). Both transformers are defined by induction on the structure of \( P \), following the rules in Figure 1. Let us briefly explain these rules. \( \text{cwp}[\text{skip}] \) behaves as the identity since \( \text{skip} \) has no effect. \( \text{cwp}[\text{abort}] \) maps any pair of post-expectations to the pair of constant pre-expectations \((0,1)\). Assignments induce a substitution on expectations, i.e. \( \text{cwp}[x := E] \) maps \((f,g)\) to pre-expectation \((f[x/E], g[x/E])\), where \( h[x/E](\sigma) = h(\sigma[x/E]) \) and \( \sigma[x/E] \) denotes the usual variable update on states. \( \text{cwp}[P_1;P_2] \) is obtained as the functional composition (denoted \( \circ \)) of \( \text{cwp}[P_1] \) and \( \text{cwp}[P_2] \). \( \text{cwp}[\text{observe } (G)] \) restricts post-expectations to those states that satisfy \( G \); states that do not satisfy \( G \) are mapped to 0. \( \text{cwp}[\text{site } (G) \{P_1\} \{P_2\}] \) behaves

---

\(^2\) In the continuous setting we could define a conditional density even when conditioning on events with 0 measure using the Radon–Nikodym theorem. However, our programs generate discrete distributions only.
The computation of \( \text{cwlp} \) statements.

\[ \text{cwlp} \] transformer follows the same rules as \( \text{wp} \), except for the \text{abort} and \text{while} statements. \( \text{cwlp} \)\text{while} (G) \{P\} is defined in terms of a greatest rather than a least fixed point.

Observe that Figure 1 presents no rule for the non–deterministic choice operator. Therefore our conditional expectation transformers \( \text{cwlp} \) can only handle fully probabilistic \text{cpGCL} programs. In Section 6 we elaborate on this limitation.

**Example 3.1** Assume we want to compute the expected value of the expression \( 10+x \) after executing program \( P' \) given as:

1. \( \{x := 0\} \{1/2 \{x := 1\} \}
2. \text{ite} (x = 1) \{ \{y := 0\} \{1/2 \{y := 2\} \}\{y := 0\} \{4/5 \{y := 3\} \};
3. \text{observe} (y=0)

The computation of \( \text{cwlp} \{10+x, 1\} \) goes as follows:

\[ \text{cwlp} \{10+x, 1\} = \text{cwlp} \{10+x, 1\} \]
\[ = \text{cwlp} \{10+x, 1\} \]
\[ = \text{cwlp} \{10+x, 1\} \]
\[ = \text{cwlp} \{10+x, 1\} \]
\[ = \text{cwlp} \{10+x, 1\} \]
\[ = \text{cwlp} \{10+x, 1\} \]
\[ = \text{cwlp} \{10+x, 1\} \]
\[ = \text{cwlp} \{10+x, 1\} \]
\[ = \text{cwlp} \{10+x, 1\} \]

The expected value of \( 10+x \) is then given by \( \text{cwlp} \{10+x\} = \frac{27}{4} / \frac{13}{20} = \frac{135}{13} \approx 10.38. \)

\[ \text{We define \( \text{cwlp} \{10+x\} \) as the least fixed point w.r.t. the order \( \subseteq \) in} \]
\[ \text{E × E}_{\subseteq}. \text{This way we encode the greatest fixed point in the second component w.r.t. the order \( \subseteq \) over} \]
\[ \text{E}_{\subseteq} \text{as the least fixed point w.r.t. the dual order} \]
In the rest of this section we investigate some properties of the expectation transformer semantics (of the fully probabilistic fragment) of \( \text{cpGCL} \). As every fully probabilistic \( \text{pGCL} \) program is contained in \( \text{cpGCL} \), we begin by studying the relation between the \( \text{w(l)p} \)–semantics of \( \text{pGCL} \) and the \( \text{cw(l)p} \)–semantics of \( \text{cpGCL} \). To that end, we extend the \( \text{w(l)p} \) operator to \( \text{cpGCL} \) by the clauses \( \text{wp[observe } (G)](f) = \chi_G \cdot f \) and \( \text{wlp[observe } (G)](f) = \chi_G \cdot f \). Our first result says that \( \text{cw} \) (resp. \( \text{cwlp} \)) can be decoupled as the product \( \text{wp} \times \text{wlp} \) (resp. \( \text{wp} \times \text{wlp} \)).

**Lemma 3.2 (Decoupling of \( \text{cw(l)p} \))** Let \( P \) be a fully probabilistic \( \text{cpGCL} \) program, \( f \in \mathbb{E} \) and \( f', g \in \mathbb{E}_{\leq 1} \). Then \( \text{cw}[P](f, g) = (\text{wp}[P](f), \text{wlp}[P](g)) \) and \( \text{cwlp}[P](f', g) = (\text{wp}[P](f'), \text{wlp}[P](g)) \).

Our next result shows that the \( \text{cw} \)–semantics is a conservative extension of the \( \text{wp} \)–semantics for the fully probabilistic fragment of \( \text{pGCL} \). The same applies to the weakest liberal pre–expectation semantics.

**Theorem 3.3 (Compatibility with the \( \text{w(l)p} \)–semantics)** Let \( P \) be a fully probabilistic \( \text{pGCL} \) program, \( f \in \mathbb{E} \), and \( g \in \mathbb{E}_{\leq 1} \). Then \( \text{wp}[P](f) = \text{cw}[P](f) \) and \( \text{wlp}[P](g) = \text{cwlp}[P](g) \).

**Proof.** By Lemma 3.2 and the fact that \( \text{wp}[P](1) = 1 \) (see Lemma 3.4).

We now show that \( \text{cw} \) and \( \text{cwlp} \) preserve the so–called healthiness conditions of \( \text{wp} \) and \( \text{wlp} \).

**Lemma 3.4 (Healthiness conditions of \( \text{cw} \) and \( \text{cwlp} \))** For every fully probabilistic \( \text{cpGCL} \) program \( P \) with at least one feasible execution (from every initial state), every \( f, g \in \mathbb{E} \) and non–negative real constants \( \alpha, \beta \):

i) \( f \subseteq g \) implies \( \text{cw}[P](f) \subseteq \text{cw}[P](g) \) and likewise for \( \text{cwlp} \) (monotonicity).

ii) \( \text{cw}[P](\alpha \cdot f + \beta \cdot g) = \alpha \cdot \text{cw}[P](f) + \beta \cdot \text{cw}[P](g) \) (linearity).

iii) \( \text{cw}[P](0) = 0 \) and \( \text{cwlp}[P](1) = 1 \).

**Proof.** Using Lemma 3.2 one can show that the transformers \( \text{cw} \) and \( \text{cwlp} \) inherit these properties from \( \text{wp} \) and \( \text{wlp} \). For details see [12, p. 15].

We conclude this section by discussing alternative approaches for providing an expectation transformer semantics for \( P \in \text{cpGCL} \). By Lemma 3.2, the transformers \( \text{cw}[P] \) and \( \text{cwlp}[P] \) can be recast as

\[
\begin{align*}
    f & \mapsto \text{wp}[P](f) / \text{wlp}[P](1) & \text{and} & \quad f & \mapsto \text{wlp}[P](f) / \text{wp}[P](1)
\end{align*}
\]

respectively. An alternative is to normalize using \( \text{wp} \) instead of \( \text{wlp} \) in the denominator, yielding the two transformers

\[
\begin{align*}
    i) \quad f & \mapsto \text{wp}[P](f) / \text{wp}[P](1) & \text{and} & \quad ii) \quad f & \mapsto \text{wlp}[P](f) / \text{wp}[P](1)
\end{align*}
\]

Transformer \( ii \) is not meaningful, as the denominator \( \text{wp}[P](1)(\sigma) \) may be smaller than the numerator \( \text{wlp}[P](f)(\sigma) \) for some state \( \sigma \in \mathcal{S} \). This might lead to probabilities exceeding one. Transformer \( i \) normalizes w.r.t. the terminating executions.
This interpretation corresponds to the semantics of the probabilistic programming language \( R2 \) [22,16] and is only meaningful if programs terminate almost surely (i.e. with probability one). A noteworthy consequence of adopting transformer \( i \) is that \( \text{observe} \ (G) \) is equivalent to \( \text{while} \ (\neg G) \{ \text{skip} \} \) [16], see the discussion in Section 5.

Let us briefly compare the four alternatives by means of a concrete program \( P \):
\[
\{ \text{abort} \} \{ \frac{1}{2} \} \{ \{ x := 0 \} \ \{ y := 0 \} \ \{ x := 1 \} \ \{ y := 1 \} \ \{ \text{observe} \ (x=0 \lor y=0) \}
\]
\( P \) tosses a fair coin and according to the outcome either diverges or tosses a fair coin twice and observes at least once heads \((y=0 \lor x=0)\). We measure the probability that the outcome of the last coin toss was heads according to each transformer:
\[
\frac{\text{wp}[P|(x=0)]}{\text{wp}[P|(1)]} = \frac{2}{7} \quad \frac{\text{wp}[P|(x=0)]}{\text{wp}[P|(1)]} = \frac{6}{7} \quad \frac{\text{wp}[P|(x=0)]}{\text{wp}[P|(1)]} = \frac{2}{3} \quad \frac{\text{wp}[P|(x=0)]}{\text{wp}[P|(1)]} = \frac{2}{3}
\]
As mentioned before, the transformer \( ii \) is not significant as it yields a “probability” exceeding one. Note that our \( \text{wp} \)-semantics yields that the probability of \( y=0 \) after the execution of \( P \) while passing all \( \text{observe} \)-statements is \( \frac{2}{3} \). As shown before, this is a conservative and natural extension of the \( \text{wp} \)-semantics. This does not apply to the \( R2 \)-semantics, as this would require an adaptation of rules for \( \text{abort} \) and \( \text{while} \).

4 Operational Semantics for Conditional \( \text{pGCL} \)

This section presents an operational semantics for \( \text{cpGCL} \) using Markov decision processes (MDPs) as underlying model. We begin by recalling the notion of MDPs. For that, let \( \text{Distr}(S) \) denote the set of distributions \( \mu : S \rightarrow \mathbb{R} \) over \( S \) with \( \sum_{s \in S} \mu(s) = 1 \).

Definition 4.1 An MDP is a tuple \( \mathcal{R} = (S, s_I, \text{Act}, \mathcal{P}, L) \) with a countable set of states \( S \), an initial state \( s_I \in S \), a finite set of actions \( \text{Act} \), a transition probability function \( \mathcal{P} : S \times \text{Act} \rightarrow \text{Distr}(S) \) with \( \sum_{s' \in S} \mathcal{P}(s, \alpha)(s') = 1 \) for all \( (s, \alpha) \in S \times \text{Act} \) and a labeling function \( L : S \rightarrow 2^{\text{AP}} \) for a set of atomic propositions \( \text{AP} \).

A function \( r : S \rightarrow \mathbb{R}_{\geq 0} \) is used to add rewards to an MDP. A path of \( \mathcal{R} \) is a finite or infinite sequence \( \pi = s_0 \alpha_0 s_1 \alpha_1 \ldots \) such that \( s_i \in S, \alpha_i \in \text{Act}, s_0 = s_I, \) and \( \mathcal{P}(s_i, \alpha_i)(s_{i+1}) > 0 \) for all \( i \geq 0 \). The \( i \)-th state \( s_i \) of \( \pi \) is denoted \( \pi(i) \). The set of all paths of \( \mathcal{R} \) is denoted by \( \text{Paths}^{\mathcal{R}} \). \( \text{Paths}^{\mathcal{R}}(s, s') \) is the set of all finite paths starting in \( s \) and ending in \( s' \). This is also lifted to sets of states. We sometimes omit superscript \( \mathcal{R} \) in \( \text{Paths}^{\mathcal{R}} \).

MDPs operate by a non–deterministic choice of an action \( \alpha \in \text{Act} \) that is enabled at state \( s \) and a subsequent probabilistic determination of a successor state according to \( \mathcal{P}(s, \alpha) \). For resolving the non–deterministic choices, so-called schedulers are used. Here, deterministic and memoryless schedulers suffice which are functions \( \mathcal{S} : S \rightarrow \text{Act} \). Let \( \text{Sched}^{\mathcal{R}} \) denote the class of all such schedulers for \( \mathcal{R} \).

For MDP \( \mathcal{R} \), the fully probabilistic system \( \mathcal{S} \mathcal{R} \) induced by a scheduler \( \mathcal{S} \in \text{Sched}^{\mathcal{R}} \) is called the induced Markov Chain (MC) on which a probability measure over paths is defined. The measure \( \text{Pr}^{\mathcal{R}} \) for MC \( \mathcal{R} \) is given by \( \text{Pr}^{\mathcal{R}} : \text{Paths}^{\mathcal{R}} \rightarrow [0, 1] \subseteq \mathbb{R} \) with \( \text{Pr}^{\mathcal{R}}(\hat{\pi}) = \prod_{i=0}^{n-1} \mathcal{P}(s_i, s_{i+1}) \), for a finite path \( \hat{\pi} = s_0 \ldots s_n \). This is
lifted to infinite paths using the standard cylinder set construction, see [2, Ch. 10].

The cumulated reward of a finite path \( \hat{s} = s_0 \ldots s_n \) is given by \( r(\hat{s}) = \sum_{i=0}^{n-1} r(s_i) \).

Note that in our special setting the cumulated reward will not be infinite.

We consider reachability properties \( \diamond T \) for a set of target states \( T \subseteq S \) where \( \diamond T \) also denotes all paths that reach \( T \) from the initial state \( s_I \). Analogously, the set \( \neg \diamond T \) contains all paths that never reach a state in \( T \).

First, consider reward objectives for MCs. The expected reward for a countable set of paths \( \diamond T \) is given by \( \text{ExpRew}^{R}(\diamond T) = \sum_{\hat{s} \in \diamond T} \text{Pr}^{R}(\hat{s}) \cdot r(\hat{s}) \). For a reward bounded by one, the notion of the liberal expected reward also takes the mere probability of not reaching the target states into account: \( \text{LExpRew}^{R}(\diamond T) = \text{ExpRew}^{R}(\diamond T) + \text{Pr}^{R}(\neg \diamond T) \). To exclude the probability of paths that reach "undesired" states, we let \( U = \{ s \in S \mid \xi \in L(s) \} \) and define the conditional expected reward for the condition \( \neg \diamond U \) by \(^4\)

\[
\text{CExpRew}^{R}(\diamond T \mid \neg \diamond U) \triangleq \frac{\text{ExpRew}^{R}(\diamond T \cap \neg \diamond U)}{\text{Pr}^{R}(\neg \diamond U)}.
\]

Reward objectives for MDPs are now defined using a demonic scheduler \( \mathfrak{S} \in \text{Sched}^{\mathfrak{R}} \) minimizing probabilities and expected rewards for the induced MC \( \mathfrak{S} \mathfrak{R} \). For the expected reward this yields \( \text{ExpRew}^{\mathfrak{R}}(\diamond T) = \inf_{\mathfrak{S} \in \text{Sched}^{\mathfrak{R}}} \text{ExpRew}^{\mathfrak{R}}(\diamond T) \). For conditional expected reward properties, the value of the quotient is minimized:

\[
\text{CExpRew}^{\mathfrak{R}}(\diamond T \mid \neg \diamond U) \triangleq \inf_{\mathfrak{S} \in \text{Sched}^{\mathfrak{R}}} \frac{\text{ExpRew}^{\mathfrak{R}}(\diamond T \cap \neg \diamond U)}{\text{Pr}^{\mathfrak{R}}(\neg \diamond U)}.
\]

The liberal reward notions for MDPs are analogous. Regarding the quotient minimization we assume "\( 0 \frac{0}{0} > 0 \)" as we see \( 0 \frac{0}{0} \) —being undefined—to be less favorable than 0. For details about conditional probabilities and expected rewards see [3].

The structure of the operational MDP of a cpGCL program is depicted on the right. Terminating runs eventually end up in the \( \langle \text{sink} \rangle \) state; other runs are diverging (never reach \( \langle \text{sink} \rangle \)). A program terminates either successfully, i.e. a run passes a \( \checkmark \) -labelled state, or terminates due to a violation of an observation, i.e. a run passes \( \langle \downarrow \rangle \). Squiggy arrows indicate reaching certain states via possibly multiple paths and states; the clouds indicate that there might be several states of the particular kind. The \( \checkmark \) -labelled states are the only ones with positive reward. Note that the sets of paths that eventually reach \( \langle \downarrow \rangle \), or \( \checkmark \), or diverge are pairwise disjoint.

**Definition 4.2** [Operational cpGCL semantics] The operational semantics of \( P \in \text{cpGCL} \) for \( \sigma \in S \) and \( f \in E \) is the MDP \( \mathfrak{R}_d\sigma[f][P] = (S, \langle P, \sigma \rangle, \text{Act}, \mathfrak{P}, \mathfrak{L}, r) \), such that \( S \) is the smallest set of states with \( \langle \downarrow \rangle \in S \), \( \langle \text{sink} \rangle \in S \), and \( \langle Q, \tau \rangle, \langle \downarrow, \tau \rangle \in S \)
for $Q \in \text{pGCL}$ and $\tau \in S$. $(P, \sigma) \in S$ is the initial state. $Act = \{\text{left}, \text{right}\}$ is the set of actions. A state of the form $\langle \downarrow, \tau \rangle$ denotes a terminal state in which no program is left to be executed. $\mathcal{P}$ is formed according to SOS rules given in [12, p. 5].

For some $\tau \in S$, the labelling and the reward function is given by:

$$L(s) \triangleq \begin{cases} \{\checkmark\}, & \text{if } s = \langle \downarrow, \tau \rangle \\ \{\text{sink}\}, & \text{if } s = \langle \text{sink}\rangle \\ \{\check\downarrow\}, & \text{if } s = \langle \check\downarrow\rangle \\ \emptyset, & \text{otherwise}, \end{cases} \quad r(s) \triangleq \begin{cases} f(\tau), & \text{if } s = \langle \downarrow, \tau \rangle \\ 0, & \text{otherwise}. \end{cases}$$

To determine the conditional expected outcome of program $P$ given that all observations are true, we need to determine the expected reward to reach $R$ for an arbitrary initial variable $P$. The operational MDP $\mathcal{R}_s[P]$ is defined analogously. For $\mathcal{R}_s[P]$ this is given by $\text{CExpRew}^{\mathcal{R}_s[P]}(\diamond \text{sink} | \neg \diamond \check\downarrow)$. Recall for the condition $\neg \diamond \check\downarrow$ that all paths not eventually reaching $\langle \downarrow, \tau \rangle$ either diverge (thus collect reward 0) or pass by a $\check\downarrow$–labelled state and eventually reach $\langle \text{sink}\rangle$. This gives us:

$$\text{CExpRew}^{\mathcal{R}_s[P]}(\diamond \text{sink} | \neg \diamond \check\downarrow) = \inf_{\mathcal{S} \in \text{Sched}^{\mathcal{R}_s[P]}} \text{ExpRew}^{\mathcal{R}_s[P]}(\diamond \text{sink} | \neg \diamond \check\downarrow)$$

The liberal version $\text{CLEExpRew}^{\mathcal{R}_s[P]}(\diamond \text{sink} | \neg \diamond \check\downarrow)$ is defined analogously.

**Example 4.3** Consider the program $P \in \text{cpGCL}$:

$$\{(x := 5) \sqcap (x := 2)\} \{q\} \{x := 2\}; \text{observe } (x > 3)$$

where with parametrized probability $q$ a non–deterministic choice between $x$ being assigned 2 or 5 is executed, and with probability $1-q$, $x$ is directly assigned 2. Let for readability $P_1 = \{(x := 5) \sqcap (x := 2)\}$, $P_2 = x := 2$, $P_3 = \text{observe } (x > 3)$, and $P_4 = x := 5$. The operational MDP $\mathcal{R}_s[P]$ for an arbitrary initial variable valuation $\sigma_I$ and post–expectation $x$ is depicted below:

```
\begin{array}{c}
(\langle P, \sigma_I \rangle) \\
\downarrow \text{left} \\
(\langle P_1; P_2, \sigma_I \rangle) \quad \text{left} \\
\downarrow \\
\langle \downarrow; P_3, \sigma_I[x/5]\rangle \quad \text{right} \\
\downarrow \\
(\langle P_3; P_5, \sigma_I[x/5]\rangle) \\
\downarrow \\
(\langle \downarrow; P_5, \sigma_I[x/5]\rangle) \\
\downarrow \\
5 \langle \downarrow, \sigma_I[x/5]\rangle \\
\downarrow \\
\langle \text{sink}\rangle \\
\end{array}
```
The only state with positive reward is \( s' := \langle \downarrow, \sigma I[x/5] \rangle \) and its reward is indicated by number 5. Assume first a scheduler choosing action \( \text{left} \) in state \( \langle P_1; P_3, \sigma I \rangle \).

In the induced MC the only path accumulating positive reward is the path \( \pi \) going from \( \langle P, \sigma I \rangle \) via \( s' \) to \( \langle \text{sink} \rangle \) with \( r(\pi) = 5 \) and \( \Pr(\pi) = q \). This gives an expected reward of \( 5 \cdot q \). The overall probability of not reaching \( \langle \downarrow \rangle \) is also \( q \). The conditional expected reward of eventually reaching \( \langle \text{sink} \rangle \) given that \( \langle \downarrow \rangle \) is not reached is hence \( \frac{5-q}{q} = 5 \).

Assume now the demonic scheduler choosing \( \text{right} \) at state \( \langle P_1; P_3, \sigma I \rangle \).

In this case there is no path having positive accumulated reward in the induced MC, yielding an expected reward of 0. The probability of not reaching \( \langle \downarrow \rangle \) is also 0.

The conditional expected reward in this case is undefined (\( 0/0 \)) and thus the \( \text{right} \) branch is preferred over the \( \text{left} \) branch. In general, the operational MDP need not be finite, even if the program terminates almost-surely (i.e. with probability 1).

We now investigate the connection to the denotational semantics of Section 3, starting with some auxiliary results. First, we establish a relation between (liberal) expected rewards and weakest (liberal) pre–expectations.

**Lemma 4.4** For any fully probabilistic \( P \in \text{cpGCL} \), \( f \in \mathbb{E}, g \in \mathbb{E}_{\leq 1} \), and \( \sigma \in S \):

\[
\begin{align*}
\text{ExpRew}^{Rf}[P] (\langle \Diamond (\downarrow) \rangle ) & = \text{wp}[P](f)(\sigma) \quad \text{(i)} \\
\text{LExpRew}^{Rg}[P] (\langle \Diamond (\downarrow) \rangle ) & = \text{wlp}[P](g)(\sigma) \quad \text{(ii)}
\end{align*}
\]

Moreover, the probability of never reaching \( \langle \downarrow \rangle \) in the MC of program \( P \) coincides with the weakest liberal pre–expectation of \( P \) w.r.t. post–expectation 1:

**Lemma 4.5** For any fully probabilistic \( P \in \text{cpGCL} \), \( g \in \mathbb{E}_{\leq 1} \), and \( \sigma \in S \) we have \( \Pr^{Rg}[P] (\langle \neg \Diamond \downarrow \rangle ) = \text{wlp}[P](1)(\sigma) \).

We now have all prerequisites in order to present the main result of this section: the correspondence between the operational and expectation transformer semantics of fully probabilistic cpGCL programs. It turns out that the weakest (liberal) pre–expectation \( \text{cwp}[P](f)(\sigma) \) (resp. \( \text{cwlp}[P](f)(\sigma) \)) coincides with the conditional (liberal) expected reward in the RMC \( Rg[P] \) of terminating while never violating an observe–statement, i.e., avoiding the \( \langle \downarrow \rangle \) states.

**Theorem 4.6** (Correspondence theorem) For any fully probabilistic \( P \in \text{cpGCL} \), \( f \in \mathbb{E}, g \in \mathbb{E}_{\leq 1} \) and \( \sigma \in S \),

\[
\begin{align*}
\text{CExpRew}^{Rf}[P] (\langle \downarrow \rangle ; \langle \neg \downarrow \rangle ) & = \text{cwp}[P](f)(\sigma) \\
\text{CLExpRew}^{Rg}[P] (\langle \downarrow \rangle ; \langle \neg \downarrow \rangle ) & = \text{cwlp}[P](g)(\sigma)
\end{align*}
\]

**Proof.** The proof makes use of Lemmas 4.4, 4.5, and Lemma 3.2 which are themselves proven by induction on the structure of \( P \). For details see [12, p. 13-14, 16-21].

5 Program Transformation

In this section we present a program transformation for removing observations from fully probabilistic cpGCL programs and use the expectation transformer semantics
\begin{align*}
T(\text{skip}, f) &= (\text{skip}, f) \\
T(\text{abort}, f) &= (\text{abort}, 1) \\
T(x := E, f) &= (x := E, [f/E]) \\
T(\text{observe}(G), f) &= (\text{skip}, \chi_G \cdot f) \\
T(\text{ite}(G)\{P\}, \{Q\}, f) &= (\text{ite}(G)\{P'\}, \{Q'\}, \chi_G \cdot f + \chi_{\neg G} \cdot f_Q) \quad \text{where} \quad (P', f_{P'}) = T(P, f), (Q', f_Q) = T(Q, f) \\
T((P)\{p\}, \{Q\}, f) &= ((P')\{p'\}, \{Q'\}, p \cdot f_P + (1 - p) \cdot f_Q) \quad \text{where} \quad (P', f_{P'}) = T(P, f), (Q', f_Q) = T(Q, f), y' = \frac{p \cdot f_P}{p \cdot f_P + (1 - p) \cdot f_Q} \\
T(\text{while}(G)\{P\}, f) &= (\text{while}(G)\{P'\}, f') \quad \text{where} \quad f' = \nu X. \ (\chi_G \cdot (\pi_2 \circ T)(P, X) + \chi_{\neg G} \cdot f). \ (P', \chi) = T(P, f') \\
T(P; Q, f) &= (P'; Q', f'' \downarrow Q, f) \quad \text{where} \quad (Q', f') = T(Q, f), (P', f'') = T(P, f') 
\end{align*}

Fig. 2. Program transformation for eliminating observe statements in fully probabilistic cpGCL programs.

from Section 3 to prove the transformation correct. Intuitively, the presented program transformation “hoists” the observe statements while updating the probabilities of the probabilistic choices. Given a fully probabilistic program \( P \in \text{cpGCL} \), the transformation delivers a semantically equivalent observe-free program \( \hat{P} \in \text{pGCL} \) and—as a side product—an expectation \( \hat{h} \in \mathbb{E}_{\leq 1} \) that captures the probability that the original program establishes all observe statements. For an intuition, reconsider the program from Example 3.1. The transformation yields program

\[ \{x := 0\} \{y := 1\}; \text{ite}(x=1)\{\{y := 0\} [1] \{y := 2\}\{\{y := 0\} [1] \{y := 3\}\} \]

and expectation \( \hat{h} = \frac{13}{20} \). By eliminating dead code in both probabilistic choices and coalescing the branches in the conditional, we can simplify the program to

\[ \{x := 0\} \{y := 1\}; y := 0 \]

As a sanity check note that the expected value of 10+x in this program is equal to \( 10 \cdot \frac{4}{5} + 11 \cdot \frac{1}{5} = \frac{135}{13} \), which agrees with the result obtained by analyzing the original program. Formally, the program transformation is given by a function

\[ T : \text{cpGCL} \times \mathbb{E}_{\leq 1} \rightarrow \text{pGCL} \times \mathbb{E}_{\leq 1}. \]

To apply the transformation to a program \( P \) we need to determine \( T(P, 1) \), which gives the semantically equivalent program \( \hat{P} \) and the expectation \( \hat{h} \).

The transformation is defined in Figure 2 and works by inductively computing the weakest pre–expectation that guarantees the establishment of all observe statements and updating the probability parameter of probabilistic choices so that the pre–expectations of their branches are established in accordance with the original probability parameter. The computation of these pre–expectations is performed following the same rules as the \( \text{wp} \) operator. The correctness of the transformation is established by the following Theorem, which states that a program and its transformed version share the same terminating and non–terminating behavior.

**Theorem 5.1 (Program Transformation Correctness)** Let \( P \) be a fully probabilistic cpGCL program that admits at least one valid run for every initial state and let \( T(P, 1) = (\hat{P}, \hat{h}) \). Then for any \( f \in \mathbb{E} \) and \( g \in \mathbb{E}_{\leq 1} \), we have \( \text{wp}[\hat{P}](f) = \text{cwp}[P](f) \) and \( \text{wp}[\hat{P}](g) = \text{cwp}[P](g) \).
Proof. See [12, p. 21].

A similar program transformation has been given by Nori et al. [22]. Whereas they use random assignments to introduce randomization in their programming model, we use probabilistic choices. Consequently, they can hoist observe-statements only until the occurrence of a random assignment, while we are able to hoist observe-statements over probabilistic choices and completely remove them from programs. Another difference is that the semantics of Nori et al. only accounts for terminating program behaviors and thus they can guarantee the correctness of the program transformation for almost–surely terminating programs only. Our semantics is more expressive and enables establishing the correctness for non–terminating program behavior, too.

6 Denotational Semantics for Full cpGCL

In this section we argue why (under mild assumptions) it is not possible to provide a denotational semantics in the style of conditional pre–expectation transformers (CPETs for short) for full cpGCL, i.e. including non–determinism. To show this, it suffices to consider a simple fragment of cpGCL containing only assignments, observations, probabilistic and non–deterministic choices. Let $x$ be the only program variable that can be written or read in this fragment. We denote this fragment by cpGCL$^-$. Assume $D$ is some appropriate domain for representing conditional expectations of the program variable $x$ with respect to some fixed initial state $\sigma_0$ and let $\llbracket \cdot \rrbracket : D \rightarrow \mathbb{R} \cup \{\bot\}$ be an interpretation function such that for any $d \in D$ we have that $\llbracket d \rrbracket$ is equal to the (possibly undefined) conditional expected value of $x$.

Definition 6.1 [Inductive CPETs] A CPET is a function $\text{cwp}^* : \text{cpGCL}^- \rightarrow D$ such that for any $P \in \text{cpGCL}^-$, $\llbracket \text{cwp}[P] \rrbracket = \text{CExpRew}^{\llbracket \sigma_0 \rrbracket[P]}(\Diamond \text{sink} | \neg \Diamond \bot)$. $\text{cwp}^*$ is called inductive, if there exist two functions $K : \text{cpGCL}^- \times [0, 1] \times \text{cpGCL}^- \rightarrow D$ and $\mathcal{N} : \text{cpGCL}^- \times \text{cpGCL}^- \rightarrow D$, such that for any $P_1, P_2 \in \text{cpGCL}^-$ we have $\text{cwp}^*([[P_1] \ [P_2]]) = K(\text{cwp}^*[P_1], p, \text{cwp}^*[P_2])$ and $\text{cwp}^*([[P_1] \triangle [P_2]]) = \mathcal{N}(\text{cwp}^*[P_1], \text{cwp}^*[P_2])$, where $\forall d_1, d_2 \in D$, $\mathcal{N}(d_1, d_2) \in \{d_1, d_2\}$.

This definition suggests that the conditional pre–expectation of $[P_1] \ [P_2]$ is determined only by the conditional pre–expectation of $P_1$ and $P_2$, and the probability $p$. Furthermore the above definition suggests that the conditional pre–expectation of $[P_1] \triangle [P_2]$ is also determined by the conditional pre–expectation of $P_1$ and $P_2$ only. Consequently, the non–deterministic choice can be resolved by replacing it either by $P_1$ or $P_2$. While this might seem like a strong limitation, the above definition is compatible with the interpretation of non–deterministic choice as demonic choice: The choice is deterministically driven towards the worst option. The requirement $\mathcal{N}(d_1, d_2) \in \{d_1, d_2\}$ is also necessary for interpreting non–deterministic choice as an abstraction where implementation details are not important.

As we assume a fixed initial state and a fixed post–expectation, the non–deterministic choice turns out to be deterministic once the pre–expectations of $P_1$ and $P_2$ are known. Under the above assumptions (which do apply to the wp and wlp transformers) we claim:
Theorem 6.2 There exists no inductive CPET.

Proof Sketch (for details, see [12, p. 11]). By contradiction: Consider the program $P = \{P_1\} \uparrow \frac{1}{2} \{P_5\}$ with

- $P_1: \quad x := 1$
- $P_5: \quad \{P_3\} \bigcirc \{P_4\}$
- $P_2: \quad x := 2$
- $P_4: \quad \{\text{observe false}\} \uparrow \frac{1}{2} \{P_3\}$
- $P_3: \quad x := 2.2$

A schematic depiction of the $R_{\sigma_0}^x[P]$ is given in Figure 3. Assume there exists an inductive CPET $\text{cwp}^*$ over some appropriate domain $D$. With the program given above, one can get to the contradiction $\llbracket \text{cwp}^*[P_5] \rrbracket = \llbracket \text{cwp}^*[P_4] \rrbracket > \llbracket \text{cwp}^*[P_2] \rrbracket = \llbracket \text{cwp}^*[P_5] \rrbracket$. □

As an immediate corollary of Theorem 6.2 we obtain the following result:

Corollary 6.3 We cannot extend the $\text{cwp}$ or $\text{cwlp}$ rules in Figure 1 for non–deterministic programs such that Theorem 4.6 extends to full cpGCL.

This result is related to Varacca and Winskel’s work [27], who have already noticed the difficulties that arise when trying to integrate non–determinism and probabilities, even in the absence of conditioning. When conditioning is taken into account, Andrés and van Rossum [1] have also observed that positional schedulers—i.e. the kind of schedulers implicitly considered in the expectation transformer semantics—are not sufficient for minimizing probabilities. In contrast to our work, their development is done in the context of temporal logics.

7 Conclusion and Future Work

This paper presented an extensive treatment of semantic issues in probabilistic programs with conditioning. Major contributions are the treatment of non–terminating programs (both operationally and for weakest liberal pre–expectations), our results on combining non–determinism with conditioning, as well as the presented program transformation. We firmly believe that a thorough understanding of these semantic issues provides a main cornerstone for enabling automated analysis techniques such as loop invariant synthesis [5,18], program analysis [6] and model checking [3] to the class of probabilistic programs with conditioning. Future work consists of investigating conditional invariants and a further investigation of non–determinism in combination with conditioning.
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Abstract. Prinsys (pronounced “princess”) is a new software-tool for probabilistic invariant synthesis. In this paper we discuss its implementation and improvements of the methodology which was set out in previous work. In particular we have substantially simplified the method and generalised it to non-linear programs and invariants. Prinsys follows a constraint-based approach. A given parameterised loop annotation is speculatively placed in the program. The tool returns a formula that captures precisely the invariant instances of the given candidate. Our approach is sound and complete. Prinsys’s applicability is evaluated on several examples. We believe the tool contributes to the successful analysis of sequential probabilistic programs with infinite-domain variables and parameters.
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1 Introduction

Motivation. Probabilistic programs are pivotal in different application fields like security, privacy [2]—several probabilistic protocols (e.g. onion-routing) aim to ensure privacy, and there is an increasing interest in the topic, partly driven by the social-media world—and cryptography [1] as well as quantum computing [13]. Such programs are single threaded and typically consist of a small number of code lines, but are hard to understand and analyse. The two major reasons for their complexity are the occurrence of program variables with unbounded domains, and parameters. Such parameters can be either loop bounds, number of participants (in a protocol), or probabilistic choices where the parameters range over concrete probabilities. For example, the following simple program generates a sample $x$ according to a geometric distribution with parameter $p$. In every loop iteration, the variable $x$ is increased by one with probability $1-p$.
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and \( \text{flip} \) is set to one with probability \( p \), where \( p \) is an unknown real value from the range \((0, 1)\). The occurrence of unbounded variables and parameters comes at a price, namely that probabilistic programs in general cannot be analysed automatically by model-checking tools such as Prism [10], Param [6], Pass [5] or Apex [9].

**Approach.** Instead we resort to deductive techniques. Recall that one of the main approaches to the verification of sequential programs rests on the pioneering work of Floyd, Hoare, and Dijkstra in which annotations are associated with control points in the program. Whereas the annotations for sequential programs are qualitative and can be expressed in predicate logic, quantitative annotations are needed to reason about probabilistic program correctness. McIver and Morgan [11] have extended the method of Floyd, Hoare, and Dijkstra to probabilistic programs by making the annotations real- rather than Boolean-valued expressions in the program variables. Using these methods we can prove that in the above program the average value of \( x \) is \( \frac{1-p}{p} \). Annotating a probabilistic program with such expressions is non-trivial and undecidable in general. The main reason is the occurrence of loops. This all boils down to the question on how to establish a loop invariant. It is known that this is a notorious hard problem for traditional programs. For probabilistic programs it is even more difficult as loop invariants are quantitative—so-called probabilistic loop invariants. Variables do no longer have a value, but have a certain value with a given likelihood. Finding an invariant is hard and requires both ingenuity as well as involved computations to check that a given expression is indeed invariant. Recently, Katoen et al. [7] have proposed a technique for finding linear invariants for linear probabilistic programs. Linearity refers to the fact that right-hand sides of assignments and guards are linear expressions in the program variables (and parameters). This technique is based on speculatively annotating a loop with a template (in fact a linear inequality) and using constraint solving techniques to distill all parameters for which the template is indeed a loop invariant.

**Contributions of this paper.** The contributions of this paper are manifold. First and foremost, this paper presents Prinsys (pronounce “princess”), a novel tool for supporting the semi-automated generation of probabilistic invariants.
of pGCL\textsuperscript{3} programs. This publicly available tool implements the technique advocated in [7], i.e., automatically computes the constraints under which a user-provided template is invariant, saving the user from tedious and error prone calculations. To the best of our knowledge, it is the first tool for synthesizing probabilistic invariants. Secondly, we show that the theory in [7] can be considerably simplified. In particular, we show that the usage of Motzkin’s transposition theorem (a generalisation of Farkas’ lemma) to turn an existentially quantified formula into a universally quantified one, is not needed. As a result, Prinsys allows arbitrary formulas in templates and program guards. This allows for polynomial invariant templates and non-linear program expressions. So, an immediate consequence of this simplification is that the restriction to linear programs and linear invariants can be dropped. This is more of theoretical interest than of practical interest, as polynomial invariants—as for the traditional, non-probabilistic setting—are hard to synthesize in practice. Finally, we present some applications of the tool such as proving the equivalence of two programs computing a sample from $X - Y$ where $X$ and $Y$ are both geometrically distributed, and the generation of a fair coin from a biased one. We evaluate the experiments and give directions for future research.

Organization of the paper. Section 2 provides the preliminaries such as pGCL, probabilistic invariants, and expectations. Section 3 presents the steps of our approach and the simplification of [7]. Section 4 provides three examples to give insight about what Prinsys can establish. Section 5 evaluates the tool and approach, whereas Sect. 6 concludes the paper and provides pointers to future work.

2 Background

When probabilistic programs are executed they determine a probability distribution over final values of program variables. For instance, on termination of

\[
(x := 1 \ [0.75] \ x := 2);
\]

the final value of $x$ is 1 with probability $\frac{3}{4}$ or 2 with probability $1 - \frac{3}{4} = \frac{1}{4}$. An alternative way to characterise that probabilistic behaviour is to consider the expected values over random variables with respect to that distribution. For example, to determine the probability that $x$ is set to 1, we can compute the expected value of the random variable “$x$ is 1” which is $\frac{3}{4} \cdot 1 + \frac{1}{4} \cdot 0 = \frac{3}{4}$. Similarly, to determine the average value of $x$, we compute the expected value of the random variable “$x$” which is $\frac{3}{4} \cdot 1 + \frac{1}{4} \cdot 2 = \frac{5}{4}$. More generally, rather than a distribution-centred approach, we take an “expectation transformer” [11] approach. We annotate probabilistic programs with expectations.

\textsuperscript{3} pGCL extends Dijkstra’s guarded command language with a probabilistic choice operator.
Expectations. Expectations map program states to non-negative real values. They generalise Hoare’s predicates for non-probabilistic programs towards real-valued functions. Intuitively, implication between predicates is generalised to pointwise inequality between expectations. For convenience we use square brackets to link Boolean truth values to numbers and by convention \([true] = 1\) and \([false] = 0\). In the example above, we call “\(x\)” the post-expectation and \(\frac{3}{4}\) its pre-expectation. Thus the annotated program is \(\langle \frac{3}{4} \rangle (x := 1 [0.75] x := 2); \langle x \rangle\).

The formal mechanism for computing pre-expectations for a given program and post-expectation is the expectation transformer semantics [11]. Expectation transformers are the quantitative pendant to Dijkstra’s predicate transformers. McIver and Morgan extend Dijkstra’s concept and introduce a function \(wp(prog, post)\) which based on the program \(prog\) determines the greatest pre-expectation for any given post-expectation \(post\). A summary of pGCL’s expectation transformer semantics is given in Table 1 where \(f\) is a given post-expectation. From an operational perspective, pGCL programs can be viewed as (infinite state) MDPs with a reward structure induced by the given post-expectation \(f\). Then the greatest pre-expectation can be computed as the expected cumulative reward on that model [4].

<table>
<thead>
<tr>
<th>syntax (prog)</th>
<th>semantics (wp(prog,f))</th>
</tr>
</thead>
<tbody>
<tr>
<td>skip</td>
<td>(f)</td>
</tr>
<tr>
<td>abort</td>
<td>0</td>
</tr>
<tr>
<td>(x := E)</td>
<td>(f[x/E])</td>
</tr>
<tr>
<td>(P ; Q)</td>
<td>(wp(P, wp(Q, f)))</td>
</tr>
<tr>
<td>if ({ G } { P } else { Q })</td>
<td>([G] \cdot wp(P, f) + [\neg G] \cdot wp(Q, f))</td>
</tr>
<tr>
<td>(P \parallel Q)</td>
<td>(\min{wp(P, f), wp(Q, f)})</td>
</tr>
<tr>
<td>(P [p] Q)</td>
<td>(p \cdot wp(P, f) + (1 - p) \cdot wp(Q, f))</td>
</tr>
<tr>
<td>while ({ G } { P })</td>
<td>(\mu X.({G} \cdot wp(P, X) + [\neg G] \cdot f))</td>
</tr>
</tbody>
</table>

Table 1. Syntax and expectation transformer semantics of pGCL

For loop-free programs, the pre-expectation is simply given by syntactic rules. However, loops pose a problem because their expectation over final values is given in terms of a least fixed point (over the domain of expectations with the ordering \(\leq\), a pointwise ordering on expectations).

Invariants. Using special expectations which we call invariants we can avoid the calculation of a loop’s fixed point. Assume we are given two expectations \(pre\) and \(post\) and we want to show that \(pre\) is a lower bound on the loop’s actual pre-expectation, i.e.

\[
pre \leq wp(\text{while}(G)\{body\}, \text{post}) .
\]
Instead of computing the greatest pre-expectation $\wp(\text{while}(G)\{\text{body}\}, \text{post})$ directly, it is more practical to divide this problem into simpler subtasks:

1. find an expectation $I$ such that
   \[ \text{pre} \leq I \quad \text{and} \quad I \cdot \neg G \leq \text{post} . \]
2. show $I$ is invariant\(^4\), that is $I \cdot G \leq \text{wlp(} \text{body}, I)$
3. show $I$ is sound, that is $I \leq \wp(\text{while}(G)\{\text{body}\}, I \cdot \neg G)$

Points 2. and 3. may seem odd as they resemble the original problem of proving an inequality between an expectation and the greatest pre-expectation of a loop. However they are easier than the original problem, because in 2. the greatest pre-expectation can be explicitly computed because $\text{body}$ is a loop-free program. In order to guarantee soundness (point 3.) the loop must terminate with probability one and the invariant $I$ has to additionally meet one of the following sufficient conditions [11]:

- from every initial state of the loop only a finite state space is reachable
- or $I$ is bounded above by some fixed constant
- or $\wp(\text{body}, I \cdot G)$ tends to zero as the number of iterations tends to infinity.

Remark 1. It is an open problem to give the necessary and sufficient conditions for soundness.

Put all together this proves the inequality above as

\[ \text{pre} \leq I \leq \wp(\text{while}(G)\{\text{body}\}, I \cdot \neg G) \leq \wp(\text{while}(G)\{\text{body}\}, \text{post}) . \]

Example 1 (Application of invariants.). Consider the program $\text{prog}$ in Lst. 2. On each iteration of the loop it sets $x$ to $-1$ with probability 0.15, to 0 with probability 0.5 and to 1 with probability 0.35. We would like to prove that the probability to terminate in a state where $x = 1$ is 0.7 or equivalently $\wp(\text{prog}, [x = 1]) = 0.7$.

Instead of computing the least fixed point of the loop wrt. post-expectation $[x = 1]$, we can show that $I = [x = 0] \cdot 0.7 + [x = 1]$ is invariant. If the loop terminates, we can establish:

\[
[\neg G] \cdot I = [x \neq 0] \cdot [x = 0] \cdot 0.7 + [x = 1] = [x = 1].
\]

\(^4\) wlp is the “liberal” version of wp. Both expectation transformers coincide for almost surely terminating programs. Since in this paper we do not consider nested loops, i.e. $\text{body}$ is loop-free (and hence surely terminates), we do not discuss the theoretical differences between wp and wlp here.

\(^5\) wp is monotonic in its second argument [11].
At the beginning of the program the initialisation of $x$ transforms the invariant to:
\[
\text{wp}(x := 0, I) = [0 = 0] \cdot 0.7 + [0 = 1] = 0.7.
\]
In this way we obtain the annotation
\[
(0.7) \ x := 0 ; \ \langle I \rangle \ \text{while}(x = 0) \{ \ldots \} \ \langle [x \neq 0] \cdot [I] = [x = 1] \rangle
\]
as desired. It is sound because the program obviously terminates with probability one and $I$ is bounded.

The crucial point in determining a pre-expectation of a program is to discover the necessary loop invariants for each loop. Checking soundness and carrying out subsequent calculations for the other program constructs turns out be easy in practice. In the following section we explain our approach to finding invariants step by step.

3 Our Approach

To explain the steps carried out by Prinsys we revisit the geometric distribution program from Lst. 1. In the next section, we will view it in a broader context.

Template. Consider the loop:
\[
\text{while (flip = 0)} \{ \ (\text{flip := 1 [p] x := x+1); ]}
\]
and an expectation
\[
T_\alpha = [x \geq 0] \cdot x + [x \geq 0 \land \text{flip = 0}] \cdot \alpha
\]
where $\alpha$ is an unknown (real) parameter. We call $T_\alpha$ a template. Replacing $\alpha$ by a real value yields an instance of the template. Depending on this value, some instances may satisfy the invariance condition $T_\alpha \cdot [G] \leq \text{wp}(\text{body}, T_\alpha)$.

Goal. Prinsys gives a characterisation of all invariant instances of a given template. This characterisation is a formula which is true for all admissible values of the template parameters, $\alpha$ in our example. It is important to stress that this method is complete in the sense that for any given template the resulting formula captures precisely the invariant instances.
Workflow. Stage 1: After parsing the program text and template, Prinsys traverses the generated control flow graph of the program and computes:

\[
wp(\text{flip} := 1 \ [p] \ x := x+1, \ T_a)
= [x \geq 0] \cdot px + (1 - p) \cdot ([x + 1 \geq 0] \cdot (x + 1) + [x + 1 \geq 0 \land \text{flip} = 0] \cdot \alpha).
\]

For details, cf. Table 1. After expanding this expression, the invariance condition amounts to:

\[
T_a \cdot [x \geq 0 \land \text{flip} = 0] \cdot (x + \alpha) \leq [x \geq 0] \cdot px + [x + 1 \geq 0] \cdot (1 - p)x - p + 1.
\]

Our goal is to find all \(\alpha\) such that the point-wise inequality is satisfied, i.e. it holds for every \(x\) and every \(\text{flip}\). This can be done by pairwise comparison of the summands on the left-hand side and the right-hand side. But summands may overlap. This makes it necessary to rewrite the expectations in disjoint normal form (DNF).

Theorem 1 (Transformation to DNF [7]). Given an expectation of the form

\[
f = [P_1] \cdot w_1 + \ldots + [P_n] \cdot w_n.
\]

Then an equivalent expectation in DNF can be written as:

\[
\sum_{I \in P(\pi) \setminus \emptyset} \left( \bigwedge_{i \in I} P_i \land \neg \left( \bigwedge_{j \in P(\pi) \setminus I} P_j \right) \right) \cdot \left( \sum_{i \in I} w_i \right)
\]

where \(\pi\) is the index set \(\{1, \ldots, n\}\) and \(P(\cdot)\) denotes the power set.

The left-hand side of the inequality for the example program above is already in DNF as there is only one summand. We apply the transformation to the right-hand side expression. The result is an expectation with 15 summands. For better readability we only show the summands that are not trivially zero:

\[
\begin{align*}
[x + 1 \geq 0 \land x < 0 \land \text{flip} = 0] \cdot ((1-p)x + (1-p)x - p + 1) \\
+ [x \geq 0 \land \text{flip} = 0] \cdot (x + (1-p)x - p + 1) \\
+ [x + 1 \geq 0 \land x < 0 \land \text{flip} \neq 0] \cdot ((1-p)x - p + 1) \\
+ [x \geq 0 \land \text{flip} \neq 0] \cdot (x - p + 1).
\end{align*}
\]

The following theorem provides a straightforward encoding of the inequality as a first-order formula.
Theorem 2. Given two expectations over variables $x_1, \ldots, x_n$ in disjoint-normal form
\[ f = [P_1] \cdot u_1 + \ldots + [P_M] \cdot u_M, \quad g = [Q_1] \cdot w_1 + \ldots + [Q_K] \cdot w_K. \]
The inequality $f \leq g$ holds if and only if
\[ \forall x_1, \ldots, x_n \in \mathbb{R} : \bigwedge_{m \in M} \bigwedge_{k \in K} (P_m \land Q_k \Rightarrow (u_m - w_k \leq 0)) \]
holds, where $X$ is the set of indices $\{1, 2, \ldots, X\}$.

The idea is that we consider individual summands on the left-hand and right-hand side of the inequality and compare their values. It may also be the case that for some evaluations, all predicates on the right-hand side are false and hence the expectation is zero (i.e., the zero function). Then it must be ensured that no summand is greater than zero on the left-hand side. Conversely, if none of the predicates on the left-hand side are satisfied, the summands on the right-hand side may be no less than zero.

Theorem 2 originally appears in [7] where the last case is omitted because expectations are assumed to be non-negative by definition. However it is crucial to encode such informal assumptions in the formula as the tools are not aware of such expectation properties and instead treat them as usual functions over real values. This issue remained undiscovered until its implementation in PRINSYS caused incorrect results. The lesson learned is that bridging the gap between an idea and a working implementation requires more than “just” coding.

Continuing our example, the (simplified) first-order formula obtained is:
\[ \forall x, \text{flip} : (\alpha p + p - 1 \leq 0 \lor \text{flip} \neq 0 \lor x < 0) \]
\[ \land (\alpha p - \alpha + px + p - x - 1 \leq 0 \lor \text{flip} \neq 0 \lor x + 1 < 0 \lor x \geq 0) \]
\[ \land (\text{flip} = 0 \lor px + p - x - 1 \leq 0 \lor x + 1 < 0 \lor x \geq 0) \]
\[ \land (\text{flip} = 0 \lor p - x - 1 \leq 0 \lor x < 0). \]

The calculation of this formula by PRINSYS concludes the first stage.

Stage 2: The formula is passed to REDLOG which simplifies the formula by quantifier elimination. Sometimes the result returned by REDLOG still contains redundant information and can be further reduced by its built-in simplifiers or by the SLFQ tool. In the end the user is presented a formula that characterises all $\alpha$ that make $T_\alpha$ invariant:
\[ \alpha p + p - 1 \geq 0. \]
Listing 3. Annotated program from Lst. 1
\[
\begin{align*}
\langle \frac{1-p}{p} \rangle \\
x := 0; \\
f l i p := 0; \\
\langle \[ x \geq 0 \] \cdot x + \[ x \geq 0 \land flip = 0 \] \cdot \frac{1-p}{p} \rangle \\
\textbf{while} (flip = 0) \\
\quad (flip := 1 \ [p] \ x := x+1 ); \\
\langle x \rangle
\end{align*}
\]

We pick the greatest admissible \( \alpha \) and obtain an invariant:

\[
T_{\frac{1-p}{p}} = [x \geq 0] \cdot x + [x \geq 0 \land flip = 0] \cdot \frac{1-p}{p}.
\]

This can be used to prove that the program in Lst. 1 has an average outcome of \( \frac{1-p}{p} \) which indeed is the mean of a geometric distribution with parameter \( p \). The annotated program now looks as follows: The soundness of our invariant is given because there is always a non-zero probability to exit the loop, cf. definition of invariants above.

Figure 1 pictures the described workflow of PRINSYS.

Fig. 1. Tool chain workflow

New insights. There are major differences with the approach sketched in [7]. In PRINSYS we skip the additional step of translating the universally quantified formula into an existential one using the Motzkin’s transposition theorem. This step turns out to be not necessary. In fact it complicates matters as the existential formula will have more quantified variables which is bad for quantifier
Listing 4.
c := IC;  // capital c (is set to some InitialCapital)
b := 1;    // initially bet one unit
rounds := 0; //number of rounds played (survived)
while (b > 0) {
    { // win with probability p
        c := c+b;
b := 0;
    }
[p]
    { // lose with probability 1–p
        c := c–b;
b := 2*b;
    }
    rounds := rounds+1;
}

elimination. Furthermore, Motzkin’s transposition theorem requires the universally quantified formula to be in a particular shape. Our implementation however does not have these restrictions and allows arbitrary predicates in the program’s guards and in templates. Also the template and program do not have to be linear (theoretically at least) because REDLOG and SLFQ can work with polynomials. Moreover the invariant generation method remains complete in this case. This is because starting with the invariance condition all subsequent steps to obtain the simplified first-order formula are equivalence transformations.

This section has not only illustrated how the tool-chain works but also clearly shows the great amount of calculations that are done automatically for the user. Within seconds the user may try out different templates and play with the parameters until an invariant is found. The PRINSYS tool saves the user a lot of tedious, error-prone work and pushes forward the automation of probabilistic program analysis.

4 Applications

This section presents three examples, for simplicity all based on our running example of the geometric distribution, that illustrate the possibilities of the PRINSYS approach. Let us start with a relatively simple example.

Martingale betting strategy. Another variant of the geometric distribution appears in the following program, which models a gambler with infinite resources who is playing according to the martingale strategy. Note that this program has two unbounded variables. Using the same template as before, we discover that \( \frac{1}{p} \) is the expected number of rounds played before the gambler stops. The expecta-
tion differs from what we have computed for the program in Lst. 1 because here the counter is increased also on the last iteration before the loop terminates.

**Geometric distribution.** This example is taken from [8] where amongst others it has been shown that the two programs in Lst. 5 and Lst. 6 are equivalent for \( p = \frac{1}{2} \) and \( q = \frac{2}{3} \). The proof in [8] relies on language equivalence checking of probabilistic automata. Here, we show how the techniques supported by PRINSYS can be used to show that both programs are equivalent for any \( p \) and \( q \) satisfying \( q = 1 - p \). Let us explain the example in more detail. The aim is to generate a sample \( x \) according to the distribution \( X - Y \) where \( X \) is geometrically distributed with parameter \( 1 - p \) and \( Y \) is geometrically distributed with \( 1 - q \).

Although it is not common to say that a distribution has a parameter \( 1 - p \), it is natural in the context of these programs where \( x \) is manipulated with probability \( p \) and the loop is terminated with the remaining probability.

The difference between the programs in Lst. 5 and Lst. 6 is that the first uses two loops in sequence whereas the latter needs only one out of two loops. Our goal is to determine when the two programs are equivalent, in the sense that they compute the same value for \( x \) on average.

The PRINSYS tool generates invariants for single loops, so we consider each loop separately. Using the template \( T_\alpha = [x \geq 0] \cdot x + [x \geq 0 \land \text{flip} = 0] \cdot \alpha \) from our running example, PRINSYS yields the following invariants:

**Fig. 2.** Pairs \((p, q)\) for which the programs in Lst. 5 and Lst. 6 produce the same \( x \) on average.
Listing 7. $x$ is set to zero or one, each with probability 0.5

\begin{verbatim}
x := 0; // stores outcome of first biased coin flip
y := 0; // stores outcome of second biased coin flip

while (x−y = 0) {
    (x := 0 [p] x := 1);
    (y := 0 [p] y := 1);
}
\end{verbatim}

where $I_{ij}$ is the invariant of the $j$-th loop in program $i$, $i,j \in \{1, 2\}$. With these invariants we can easily derive the expected value of $x$, which is $p_1 - p - q_1 - q$ and $p_2 (1-p) - q_2 (1-q)$ for the program in List. 5 and List. 6, respectively. The two programs thus are equivalent whenever these two expectations coincide; e.g. this is the case for $p = \frac{1}{2}$ and $q = \frac{2}{3}$ as discussed in [8]. Figure 2 visualises our result: for every point $(p,q)$ on the graph the two programs are equivalent. This result cannot be obtained using the techniques in [8]; to the best of our knowledge there are no other automated techniques that can establish this.

Generating a fair coin from a biased coin. In [7], Hurd’s algorithm to generate a sample according to a biased coin flip using only fair coin flips has been analysed. Using Prinsys the calculations can be automated. This was elaborated in [3]. Here we consider an algorithm for the opposite problem. Using a coin with some arbitrary bias $0 < p < 1$, the algorithm in Lst. 7 generates a sample according to a fair coin flip. The loop terminates when the biased coin was flipped twice and showed different outcomes. Obviously the program terminates with probability one as on each iteration of the loop there is a constant positive chance to terminate. The value of $x$ is taken as the outcome. The two possible outcomes are characterised by $x = 0 \land y = 1$ and $x = 1 \land y = 0$. We encode these two possibilities in the template:

\[ [x = 0 \land y = 1 = 0] \cdot (\alpha) + [x = 1 \land y = 0 = 0] \cdot (\beta) \]

Prinsys returns one constraint:

\[ \alpha p^2 - \alpha p + \beta p^2 - \beta p \leq 0 \]

As before we look for the maximum value, hence we consider equality with zero. The equation simplifies to $\alpha = -\beta$ because we know that $0 < p < 1$. Hence
\[ x = 0 \land y - 1 = 0 \] − \[ x - 1 = 0 \land y = 0 \] is invariant\(^6\) which, together with almost sure termination, gives us
\[
\begin{align*}
\wp(\text{prog}, [x = 0 \land y - 1 = 0] - [x - 1 = 0 \land y = 0]) \\
= \wp(\text{prog}, [x = 0 \land y - 1 = 0]) - \wp(\text{prog}, [x - 1 = 0 \land y = 0]) \\
= 0 .
\end{align*}
\]
where \(\text{prog}\) is the entire program from Lst 7. The previous argument about almost sure termination and possible outcomes shows that
\[
\begin{align*}
\wp(\text{prog}, [x = 0 \land y - 1 = 0] + [x - 1 = 0 \land y = 0]) \\
= \wp(\text{prog}, [x = 0 \land y - 1 = 0]) + \wp(\text{prog}, [x - 1 = 0 \land y = 0]) \\
= 1 .
\end{align*}
\]
The unique solution to (1) and (2) is
\[
\begin{align*}
\wp(\text{prog}, [x = 0 \land y - 1 = 0]) \\
= \wp(\text{prog}, [x - 1 = 0 \land y = 0]) \\
= 0.5 .
\end{align*}
\]
This concludes the proof that \(x\) is distributed evenly for any \(p\) satisfying \(0 < p < 1\).

5 Evaluation

We have seen three pGCL programs that were variants of the geometric distribution. Our approach allows us to exploit their common structure and enables us to calculate the expectation of these programs using the same template although they compute different (mean) values. Since our method does not rely on numerical calculation we are able to parameterise the programs and provide very general results. In particular we could decide when two programs have the same expectation depending on their parametric distributions. Another handy feature of reasoning with expectation-transformer \(\wp\) is that we can exploit its properties as well. For example, the reasoning is modular with respect to sequential composition. That means we can compute the pre-expectation for individual loops and then add the results when we put the loops in sequence. The last example demonstrates yet another use of invariants. Instead of deriving a bound on the pre-expectation we have shown how an invariant may give constraints on the pre-expectation. Together with termination these constraints produced the sought pre-expectation. This exemplifies that invariants are not just a particular way to compute an expectation but rather they describe the behaviour of the program and can be used in different ways.

\(^6\) We pick \(\alpha = 1\) and \(\beta = -1\) but in fact any non-zero pair of values \(\alpha = -\beta\) would result in the same argument.
Together with the three (other) examples discussed in [4,7] we have a set of interesting programs which we can analyse with the help of Prinsys. Note, that our examples do not make use of the non-deterministic choice statement. This is because the algorithms we focused on do not need it, however Prinsys also supports non-deterministic pGCL programs. There is no commonly accepted benchmark suite that we can compare against as this area of research has not spawned many tools yet. We refrain from giving a table that shows for each program the state space size, the number of discovered invariants or running times. This is because the beauty of this approach is exactly that the number of states does not matter. In fact all programs that generate (a variant) of the geometric distribution have an infinite set of reachable states! The number of discovered invariants cannot be really be given as, first of all the result depends on the template provided and second we get a characterisation of all invariant instances of a template. Since we reason over the reals there are uncountably many.

The runtime of Prinsys depends on the size of the expressions that we have to handle. This means that if we have many choices in the loop (i.e. there are many paths in the control flow graph) this will blow up the size of wp(body, T). The same is true for templates that have many summands. Finally, the external tools used by Prinsys affect the overall running time. Their execution time cannot be predicted exactly but experience shows that the final simplification step takes considerably longer the more parameters we allow in the template. The overall runtime for the presented examples lies within a second on a laptop computer.

Since there is no software that could be easily adapted to support our methods, Prinsys was developed from scratch. It was recently redesigned to be more extensible and easier to maintain as we hope that future developments in the area of constraint-based methods will use our work as a basis. From the user’s point of view, the usability was substantially increased with the introduction of a graphical user interface that allows an intuitive interaction.

Programs and templates considered in our examples are linear. This means all guards, assignments or terms are linear in the program variables. As pointed out earlier, our approach per se allows polynomial expressions as well. To see to what extent this applies in practice we have tried to generate polynomial invariants for variants of a bounded random walk, cf. Lst. 8. The goal is here to estimate the number of steps taken before x hits its lower bound zero or upper bound M where $M$ is a fixed parameter. Surprisingly quantifier elimination works reasonably fast for formulas with polynomials but the returned quantifier-free formula is very big. The lack of powerful simplification methods makes it difficult to find a concise representation of the formula that describes all invariant instances of the template. Redlog’s simplifier might increase the formula size or not terminate at all, whereas SlfQ hits the memory bound quickly and crashes, even if the allocated memory is increased maximally.
Listing 8. Bounded random walk

```plaintext
counter := 0;
while (x > 0 and x-M < 0) {
    (x := x+1 [p] x := x-1);
    counter := counter +1;
}
```

6 Conclusion

We have presented a new software tool called Prinsys for probabilistic invariant generation. Its functionality was explained and its merits were assessed in the discussion. Also implementation details that deviate from the theoretic description of the method in [7] were pointed out. During our evaluation we have reached the next challenge, that is to extend invariant generation to polynomial templates. Related work, e.g. [12] suggests a workaround to find polynomial invariants for non-probabilistic programs. This comes at the price that they sacrifice completeness and limit the class of systems permitted. In the future we would like to work out a similar approximate invariant generation method for probabilistic systems and evaluate it within Prinsys.
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